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Executive Summary

At the time that the FIPPs were initially drafted in the early 1970s, their main purpose was to address specific concerns pertaining to computerized databases. The best way to deal with these data protection issues was deemed to be having individuals keep control of their personal information. Forty years later, that self-concept is still one of the most predominant theories of privacy and the basis for data protection laws around the world, including PIPEDA. The “notice and choice” approach is no longer realistic: Individuals are overloaded with information in quantities that they cannot realistically be expected to process or comprehend. Moreover, providing notice and choice in the context of new technologies can be challenging due to the ubiquity of devices, persistence of collection, and practical obstacles for providing information, if devices lack displays or explicit user interfaces. Before amending PIPEDA on consent, one should be careful to make sure that the amendment will not be detrimental or problematic as soon as new technologies emerge. The wording pertaining to obtaining consent under PIPEDA is flexible enough to accommodate new types of technologies and business models. Another argument against amending PIPEDA pertains to the fact that social norms in connection with any new technology or business practice may not yet to be established. The downside of the flexibility surrounding the notion of consent is that it creates uncertainty. Policy guidance on enhancing transparency and obtaining valid consent will therefore be increasingly necessary to address some of this uncertainty and allow organizations to innovate without taking major legal risks. It is always less disturbing to provide a solution which will be incorporated within the current legal framework, such as a proposed interpretation, than to propose a new amendment to the law. The notion of “consent” under PIPEDA is already quite flexible and is technology-neutral, allowing for this notion to be interpreted with the proper balance between the protection of privacy and the need or organizations to collect, use or disclose personal information for the purposes that the reasonable person would consider appropriate in the circumstances. Any interpretation of the notion of consent should consider any impact on innovation, as well as certain new ethical issues that may, to a certain extent, go beyond the current application of PIPEDA. An interpretation which includes a risk-based approach may also allow organizations to streamline their communications with individuals, reducing the burden and confusion on individual consumers. Although this new approach would imply rethinking, to some extent, PIPEDA’s current consent model, this approach should be further explored in the near future.
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INTRODUCTION

Privacy is no doubt essential for individuals as well as for society in general and protecting privacy has always been seen as an important, even as a fundamental right. Privacy is also indispensable for the protection of other rights, including freedom of speech and freedom of information. The concern for the protection of privacy is relatively recent, in the sense that it has been stimulated by the growing pressures exerted by modern industrial society upon daily life.¹

Various definitions of privacy have been adopted since the late nineteenth century, illustrating an evolving concept. After privacy was first conceptualized as “the right to be let alone” following the landmark 1890 article by Warren and Brandeis,² and then conceptualized as “the respect for one’s private and family life, his home and his correspondence”³ in the late forties, the most recent step in theorizing privacy came in the late 1960s and early 1970s, motivated by technological threats to privacy. With the development of automated data banks and the growing use of computers in the private and public sectors, privacy was at that point conceptualized as having individuals “in control over their personal information”. The Fair Information Practices Principles (“FIPPs”) were elaborated during this period and have been incorporated in data protection laws adopted in various jurisdictions around the world ever since, including, the Personal Information Protection and Electronic Documents Act (“PIPEDA”) in Canada. Under these FIPPs, individuals have certain rights, including the right to be informed of what personal information is collected about them and concerning the use and the disclosure that will be made of their information, and the right to consent to such data handling activities. PIPEDA was built on the FIPPs and provides for a consent-based model.

The circumstances have changed fundamentally since privacy was conceptualized as “individuals in control of their personal information” over forty years ago. Individuals constantly provide personal information. The Internet now reaches billions of people around the world and serves as a virtual marketplace for products, information, and ideas. The fluidity of personal information collections has increased as the scope and goals of such data continuously evolve. Business models are increasingly based on the notion of greater customization and various products and services are offered for free, as they may be partially supported by advertising revenue. Companies also wish to use analytic solutions in order to better understand their customers, as well as to improve or develop new products and services. The second generation of the Internet made possible greater interaction and connectedness among online users, and individuals are becoming increasingly involved in managing their own data through online social networks. There are also recent technological developments triggering the emergence of new identification tools, which allow for easier identification of individuals.

Recent technologies are presenting additional challenges to consent-based privacy protection frameworks. With the Internet of Things (IoT), seemingly mundane everyday devices are fitted with

---

¹ See Home Office, Lord Chancellor’s Office, Scottish Office (Chairman The Rt. Hon, Kenneth Younger), Report of the Committee on Privacy, presented to Parliament by the Secretary of State for the Home Department, the Lord High Chancellor and the Secretary of State for Scotland by Command of Her Majesty, July 1972, at 6, para. 20.
² Samuel Warren & Louis Brandeis, “The Right to Privacy” (1890) 4:5 Harvard Law Review 193 [Samuel Warren & Louis Brandeis]; these authors were defending privacy against the threat of instantaneous photography in the popular press.
microchips, sensors, and wireless communication capabilities. All of these devices are networked together to provide a seamless user experience. They are intended to collect data, aggregate them, communicate them to other devices in the network (machine-to-machine communication or M2M) and respond according to predetermined outcomes.\(^4\) Every device, of course, has its own producer and therefore its own privacy policy dictating who owns and gets access to the data and how it may be used – including data that comes from M2M communication. A study by Cisco shows that by 2020, 37 billion intelligent devices will be connected and communicating – three times the number of such devices being used in 2015.\(^5\) Wearable technologies collect data about all of the user’s daily activities and communicate them automatically to an online data management system, aggregating the data and ensuring feedback to the user.\(^6\) The more data the user allows the device to accumulate, the more useful it may become.\(^7\) Moreover, more and more devices record, stream or upload a constant feed of images or movies. CCTV is one example; Google Glass is another. Almost everyone nowadays owns a smartphone with which we constantly take pictures, share them on social networks, and comment on them.\(^8\)

At the time that the FIPPs were initially elaborated in the early 1970s, their main purpose was to address specific concerns pertaining to computerized databases. The best way to deal with these data protection issues was deemed to be having individuals in control of their information.\(^9\) Forty years later, that selfsame concept is still one of the most predominant theories of privacy and the basis for data protection laws around the world, including PIPEDA. In light of the recent technologies, it is reasonable to wonder if the current consent-based approach from PIPEDA is still the best way forward.

The Office of the Privacy Commissioner (“OPC”) has recently published a discussion paper entitled “Consent and privacy” exploring potential enhancements to consent under PIPEDA.\(^10\) The OPC also launched a Consultation and Call for Submissions requesting input on its consent paper and on solutions which would be helpful in addressing consent challenges and on whether legislative changes are required. This paper is meant to provide guidance on some of the issues raised, such as whether legislative


\(^7\) For instance, a microchip that automatically alarms the hospital and provides the location of an individual when it senses that, based on the individual’s body temperature, weight, sex, muscle tenseness etc., he/she is having a heart attack, may be very useful indeed.

\(^8\) Hargreaves, S., “Jones-ing” for a Solution: Commercial Street Surveillance and Privacy Torts in Canada” (2014) 3 Laws 388.

\(^9\) Eloise Gratton, Understanding Personal Information, Managing Privacy Risks (Markham: LexisNexis, 2013), at 1-17 [Eloise Gratton (2013)].

changes are required as well as on potential solutions which would be helpful in addressing consent challenges.

In the first section, this paper will illustrate how, in the context of new Internet technologies, the “notice and choice” approach is challenged. This is in part due to the current volume of data collections and vagueness of privacy policies, the increase in the numbers of players involved, the dynamic aspect of privacy policies and business models and the ubiquity of data collections and exchanges. It is also due to the fact that with technology becoming increasingly sophisticated, individuals may have a hard time understanding what kind of information is being collected about them and how their information will in fact be used. The fact that seeking consent may not always be practical to obtain, and is sometimes even impossible with recent business models and innovative technologies, will also be discussed.

In the second section, a few considerations which may be useful when addressing the challenges with PIPEDA’s consent-based model will be discussed. More specifically, this section will elaborate on the fact that we should be careful before amending the law, that research and policy development will play an increasingly important role, and that the interpretation that will be adopted of the notion of meaningful consent may also be part of the solution. That interpretation should take into account its impact on innovation and ethical issues. Moreover, this section will discuss considering the adoption of a risk-based approach and the benefits of such an approach.
1. NOTICE AND CHOICE APPROACH CHALLENGED

Many have, for quite some time, criticized the notion of meaningful consent which is central in any legislation based on the FIPPs, as it allegedly no longer provides a realistic approach. Solove reports that “people will be given consent forms with vague fine-print discussions of the contractual default privacy rules that they are waiving, and they will sign them without thought.”11 Schwartz questions whether individuals are in fact able to exercise meaningful choices with regard to the handling of their personal information, given disparities in knowledge and power when bargaining over the transfer of their information.12 Nissenbaum has articulated the view that it is no longer clear whether individuals are always capable of making informed choices and therefore, meaningful privacy notices and valid consent may be considered as illusory.13 In this section, the inadequacy of privacy policies as a means to communicate choices, as well as the fact that consent is now challenged by technological changes, will be discussed.

1.1 Transparency: Inadequacy of Privacy Policies as a Means of Communicating Choices

Privacy policies play a central role in determining whether consent can be said to be meaningful. PIPEDA aims to ensure that the privacy policies of organizations clearly and directly inform individuals about the ramifications of sharing personal information with these organizations. Under PIPEDA, organizations shall make a reasonable effort to ensure that the individual is advised of the purposes for which the information will be used.14 To make the consent meaningful, the purposes must be stated in such a manner that the individual can reasonably understand how the information will be used or disclosed. Following the recent amendments provided in the Digital Privacy Act (S-4),15 PIPEDA was amended to include a revised “valid consent” provision, by shifting from a subjective standard to a more objective one. Under PIPEDA’s new section 6.1, the consent of an individual is only valid if it is reasonable to expect that an individual to whom the organization’s activities are directed would understand the nature, purpose and consequences of the collection, use or disclosure of the personal information to which he or she is consenting.16

This section will discuss how, in practice, most privacy notices are ineffective in properly informing users of data handling practices.17 This ineffectiveness stems from challenges that can be attributed not only to general shortcomings of the notice and choice concept, but also to the challenges in designing

14 Personal Information Protection and Electronic Documents Act, R.S.C. 2000, c. 5, Schedule 1, s. 4.3.2.
15 An Act to amend the Personal Information Protection and Electronic Documents Act and to make a consequential amendment to another Act, R.S.C. 2015, c.32.
16 Personal Information Protection and Electronic Documents Act, supra note 14, s. 6.1.
effective privacy notices. More specifically, the fact is that privacy policies are inadequate as a means of communicating choices to individuals, for the simple reason that they are vague and complex documents that users no longer bother to read, and that organizations may, in some cases, have an incentive to collect as much information as possible.

1.1.1 Vagueness and Complexity of Privacy Policies

There are several reasons why privacy policies are ineffective. It is reported that it is difficult for individuals to understand such policies, because they are often complex and use specialized terms. Policies are often written by specialized professionals, without considering the audience that may include users who are “below basic” literacy. Privacy policies, for instance, tend to be written at a college level; whereas the average reading level of an individual may typically be somewhere between that of eighth and ninth grade pupils. Similarly, privacy policies are often written in English, which is not everyone’s first language. Privacy policies may also be very long, discouraging users from reading them. Users are not generally capable of processing all the information they contain.

Privacy policies may not always include sufficient or complete information to allow for a truly informed decision on the part of the consumer. Privacy policies may also often be vague about what information is collected, how the information will be used and how it will be disclosed.

Organizations managing personal information may capitalize on the ambiguity of new types of data which may or may not qualify as personal information, either by omitting to disclose the collection of new types of data (such as IP addresses, UDIDs, metadata, MAC addresses, profile or location

---

21 Florian Schaub et al., supra note 18, at 2; See also Fred H. Cate, “The Failure of Fair Information Practice Principles” in Jane K. Winn, ed, Consumer Protection in the Age of “Information Economy” (Ashgate, 2006) 341, at 359.
information), or by disclosing the collection but mentioning that the data in question is not personal information (i.e. “Non-PII”).

Privacy policies may also be purposefully vague as to the uses which will eventually be made of the data to avoid limiting future uses. For example, organizations may claim to use the data collected for broad purposes, such as improving their products and services, developing new ones or enhancing the customer’s experience. Organizations do not necessarily have bad intentions when they use broad language in their policy; they may simply wish to be flexible so as to accommodate future actions without changing their policy, but the implication is that potential future uses of the information are too vast to enable individuals to make an adequate evaluation.

Finally, these privacy policies may also be nebulous when it comes to those with whom the data will be shared. Businesses often share this information with their marketing partners (as well as corporate affiliates and subsidiaries), in order to build more complete profiles about individual consumers; and often do so quietly. Many privacy policies will use terms like “partners” or “affiliates” to describe potential recipients of user data. According to some, these terms are “elastic”, because they can encompass different meanings in different contexts. The KnowPrivacy report analysis of privacy policies found that while many businesses mention that they do not share data with third parties, what they mean by “third parties” is not clear. They may share customer data with “subsidiaries” or “affiliated businesses”, but rarely do they ever clarify who these parties are, and what kind of privacy business practices they follow. Without providing a definitive distinction between the types of parties with whom data may be shared, individuals often do not know the extent to which their personal information has been outsourced or shared.

In many instances, consent to data collection activities is granted, despite the possibility -- completely unbeknownst to the particular user in question -- that personal information already on file may be correlated or aggregated with new data, in order to form a more complete user profile. Cohen notes that “a comprehensive collection of data about an individual is vastly more than the sum of its parts.”

---


26 Joel R. Reidenberg et al., supra note 23, at 4.


28 Joel R. Reidenberg et al., supra note 23, at p. 7.

29 The CPO of an organization operating a website claimed that they consider the advertising service company DoubleClick to be a “marketing partner,” and not a “third party”; Joshua Gomez, Travis Pinnick & Ashkan Soltani, KnowPrivacy (1 June 2009), available at: <http://www.knowprivacy.org/report/KnowPrivacy_Final_Report.pdf>.

30 See Amazon.ca Privacy Notice, available at: Amazon <http://www.amazon.ca/gp/help/customer/display.html/ref=footer_private?ie=UTF8&nodeId=918814> [Amazon.ca Privacy Notice]: “We share customer information only as described below and with subsidiaries (...) We work closely with our affiliated businesses.”

31 Joshua Gomez et al., supra note 19, at 9.


Certain business models focus on the aggregation and sale of personal information by acquiring information from public records. The initial collection of information and the consent provided may therefore not always reflect the extent to which a given individual is “informed” about a given data collection practice, as further discussed in section 1.2. This issue is also linked to the fact that technologies are increasingly complex.

1.1.2 Privacy Policies Fatigue

The issue with a consent or choice-based approach is the fact that, with the volume of data exchanges and collections taking place in modern society, individuals would be faced with the prospect of constantly reviewing privacy policies and consenting to them throughout any given day. It has been recently estimated that to read the privacy policies for all the websites an Internet user visits annually would take about 244 hours per year. Researchers at Carnegie Mellon once calculated that it would cost $781 billion in worker productivity, if everyone were to read all of the privacy policies they encountered online in one year. It is not reasonable to expect average individuals to devote large portions of their time in order to process and provide meaningful responses to consent requests.

Most users do not read privacy policies: A recent White House report stated, “Only in some fantasy world do users actually read these notices and understand their implications before clicking to indicate their consent.” To further illustrate the fact businesses know that users do not read privacy policies, it was reported a few years ago that a videogame company from the United Kingdom included a provision in its statement that, unless the user opted out, the company would retain rights to the user’s eternal soul.

Privacy notices may also often be shown at inopportune times when they conflict with the user’s primary task; therefore they are dismissed or accepted without scrutiny. Last but not least, authors have articulated the view that even if individuals could understand and had the time to read privacy policies, there is not enough market differentiation for them to make informed choices. Ostensibly, users are

---


35 Lawrence Lessig notes that our existing system of posting privacy policies and enabling consumers to opt in or out has high transaction costs because people do not have “the time or patience to read through cumbersome documents describing obscure rules for controlling data.” See Lawrence Lessig, Code and Other Laws of Cyberspace (New York: Basic Books, 1999) at 160; See also Chris Jay Hoofnagle & Jennifer King, “What Californians Understand about Privacy Online” (3 September 2008), available at: <http://ssrn.com/abstract=1262130 or http://dx.doi.org/10.2139/ssrn>.

36 A.M. McDonald & L.F. Cranor, supra note 17.

37 Ibid.

38 Florian Schaub et al., supra note 18; See also discussed in US, Federal Trade Commission, Protecting Consumer Privacy in an Era of Rapid Change: Recommendations for Businesses and Policymakers (March 2012), at 2 [Federal Trade Commission, March 2012].

39 President’s Council of Advisors on Science and Technology, Big data and privacy: A technological perspective (Report to the President, Executive Office of the President, May 2014).


41 A.M. McDonald & L.F. Cranor, supra note 17.
being flooded with privacy policies and are becoming increasingly complacent when faced with consent requests.

1.1.3 Incentive for Data Collection and Retention

Business models are increasingly based on the notion of greater customization of services and products. Due to the global dimension of its potential audience, the Internet has become an increasingly attractive forum for advertisers, who can target their campaigns more precisely and effectively than by advertising in other media. Technology now makes it possible to gather a lot of information to profile individuals and track their conduct, in order to send personalised advertising or tailored websites, products or services accordingly. Behavioural advertising provides benefits to consumers in the form of free web content and personalized advertisements. Many online service providers are offering services, information, and entertainment free of charge to online users, as long as they agree to receive advertising and allow their online behaviour to be tracked. Various services are offered for free online, as they may be partially supported by advertising revenue, including online social services such as Facebook and Google’s web service Gmail. Additionally, more individuals are able to access newspaper content on the Internet for free, because it is subsidized by online advertising. Certain studies even show that individuals do not want and do not expect to be paying for web services.

In the Canadian Internet Policy and Public Interest Clinic complaint against Facebook, one of the issues raised was the fact that since users were not allowed to opt out of Facebook ads, Facebook was unnecessarily requiring users to agree to such ads as a condition of service, in violation of principle 4.3.3 of PIPEDA. The finding of the OPC on this issue took into account the fact that the site is free to users and that since advertising is essential to the provision of the service, individuals who wish to use the service must be willing to receive a certain amount of advertising. This case may illustrate a change in mentality as to what is acceptable from a privacy and business perspective, where a certain trade-off is necessary.

---

42 Office of the Privacy Commissioner of Canada, Privacy and Online Behavioural Advertising, Guidelines, December 2011.


45 Janet Lo, supra note 32, at 48.


47 Office of the Privacy Commissioner of Canada, PIPEDA Case Summary #2009-008: Report of Findings into the Complaint Filed by the Canadian Internet Policy and Public Interest Clinic (CIPPIC) against Facebook Inc. (16 July 2009) [PIPEDA Case Summary #2009-008].

48 Ibid, at Section 3, Finding 131.
With new business models based on “sponsored” services or greater customization, personal information is often viewed as a commodity.\(^{49}\) This appetite for information can lead to very nebulous privacy policies attempting to entice individuals to release information. Expanding on the idea of personal information as a commodity, Schneier states:

“Here’s the problem: The very companies whose CEOs eulogize privacy make their money by controlling vast amounts of their users’ information. Whether through targeted advertising, cross-selling or simply convincing their users to spend more time on their site and sign up their friends, more information shared in more ways, more publicly means more profits. This means these companies are motivated to continually ratchet down the privacy of their services, while at the same time pronouncing privacy erosions as inevitable and giving users the illusion of control. (…)’\(^{50}\)

By default, privacy settings will usually be set to allow the sharing of personal information. For example, it was reported that over the years, Facebook has changed its default privacy settings in order to make profiles more public.\(^{51}\) While users can, in theory, keep their previous settings, that takes an effort, and many individuals will simply accept the new defaults settings.\(^{52}\)

Certain companies design apps that seek to access all of a user’s contacts in order to encourage the user to draw others to the service.\(^{53}\) Other companies press users to share information in ways that may exceed initial expectations.\(^{54}\) It has been reported that certain social video-sharing apps saw their user base grow by 10 million users per week, after being integrated with Facebook, thus becoming the top Facebook and iOS apps in record time.\(^{55}\) Many of these new users failed to realize that by clicking to see videos shared by friends, they were also sharing those videos with their entire network.\(^{56}\)

\(^{49}\) Facebook is one example of a business model which has an economic incentive to gather as much information as possible about its users to help advertisers promote their goods and services. It was reported to have posted more banner ads than any other website in 2010; L. Gordon Crovitz, “Privacy Isn’t Everything on the Web”, Editorial, The Wall Street Journal (24 May 2010).


With Big Data, organizations have an incentive to collect more personal information and keep such information for longer. These examples simply illustrate the shared incentive for businesses to collect a large quantity of personal information and to remain vague in framing their privacy policies. Froomkin suggests that: “In theory, the parties to a transaction can always contract for confidentiality. This is unrealistic due because consumers suffer from privacy myopia: they will sell their data too often and too cheaply”.  

1.2 Consent Challenged by Technological Changes

The previous section illustrates how ineffective current privacy policies are a means to communicate choices, as these statements are rarely ever read, are often confusing and are incapable of capturing the complexity of modern data-handling practices. As a result, individuals typically have little meaningful choice about the use of their personal information.

As Cohen correctly notes, “freedom of choice in markets requires accurate information about choices and other consequences, and enough power—in terms of wealth, numbers, or control over resources—to have choices.” Due to lack of understanding about the collection, use and disclosure of their personal information, individuals are then incapable of making informed choices. According to some, although data protection laws around the globe generally require consent prior to the collection, use, or disclosure of most personal information, privacy laws such as PIPEDA (based on the FIPPs) must be understood as setting higher thresholds for obtaining consent.

Many are recently questioning whether the notice and consent model still makes sense. As a matter of fact, although individuals are aware that there are some risks involved with data collection when they are active on the web or using new technologies, these risks are only potential to them, not very visible, and not quite quantifiable. A particular concern flows from the fact that the consequences of information circulation are often unbeknownst to stakeholders when information is initially put into circulation, especially since it is often the agglomeration of information that may be viewed as problematic. Solove believes that it is difficult for a given individual to attribute a meaningful value to specific pieces of personal information.

This section will discuss how the notion of consent is being challenged, in light of the increase in the number of players providing new products and services, the dynamic aspect of privacy policies and business models, the ubiquity of data collection and sharing practices, as well as because technology is becoming increasingly sophisticated, so as to enable individuals to properly evaluate the risks related to their consent to a given data-handling activity.

57 A. Michael Froomkin, “The Death of Privacy?”, (2000) 52 Stan. L. Rev. 1461, at 1469, 1502: “Once created or collected, data is (...) hard to eradicate; the data genie does not go willingly, if ever, back into the bottle”.

58 Julie E. Cohen, supra note 33.


61 Daniel J. Solove, supra note 11, at 1452.
1.2.1 Ever-increasing Number of Players Involved

Information and communication technologies and globalization have created structural and organizational changes, which have influenced data protection laws such as PIPEDA; including greater diversification within business groups, the growth of joint ventures, as well as loyalty programs. These developments are blurring the traditional boundaries between legal entities, such that it is becoming increasingly difficult to conclusively identify the owner or custodian of any particular piece of information.

In Europe, the interaction between data controllers and data processors is essential in the application of certain data protection laws such as Directive 95/46/EC, since they influence who will be responsible for compliance with data protection rules and how individuals can exercise their rights. The increasing complexity of the environment in which these concepts are used has given rise to new and difficult issues, such that the Article 29 Working Party recently issued an opinion emphasizing the need to allocate responsibility between data controllers and data processors, so that compliance with data protection laws can be enforced sufficiently.62

The number of players in the ad network and exchange space is ever-increasing, resulting in flows of user data that are opaque to users.63 More recently, the implementation of the IoT casually implies the combined intervention of multiple stakeholders, including device manufacturers, social platforms, third-party applications, device lenders or renters, data brokers or data platforms. The implies the necessity of a precise allocation of legal responsibilities among these multiple stakeholders with regard to the processing of personal information based on the specificities of their respective interventions.64 The increasing adoption of wearable devices, (i.e. smart watches or fitness trackers) as well as smart home devices (i.e. smart thermostats or connected light bulbs) represents a trend towards smaller devices that are even more constrained in terms of interaction capabilities, but are also highly connected with each other and the cloud. While providing notice and choice is still considered essential in the IoT,65 finding appropriate and usable notice and choice mechanisms can be challenging.

1.2.2 Dynamic Aspect of Privacy Policies and Business Models

Many organizations and industry players may change their privacy policies, making it even more difficult to keep track (i.e. “control”) of data handling practices.66 Privacy policies often reserve the right to change their terms and conditions unilaterally, so if users want to know the precise nature of any such modification, it is often up to them to refer back to the new version, which is unrealistic.67 This practice of unilaterally modifying privacy policies makes it even more difficult for individuals to keep control over their information and provide meaningful consent.

---

63 Solon Barocas & Helen Nissenbaum, supra note 13, at 1.
64 Article 29 Data Protection Working Party (2014), supra note 4, at 11.
67 Éloïse Gratton (July 6, 2015), supra note 25.
Not only do privacy policies change, business models often do as well. For instance, Facebook and Google have changed their products over time, and users are not likely to perceive the change. It is even more difficult for users to keep track of their personal information with recent technologies, since such technologies either involve invisible data sharing practices or they are increasingly complex, as further discussed in the next sections.

1.2.3 Ubiquity of Data Collection and Sharing

In many cases, information is collected online and offline instantaneously and invisibly, which further challenges the validity of consent. For instance, when the consumer browses for products and services online, advertisers may choose to collect and share information about the consumer’s activity, search history, websites visited, etc. When participating in an OSN, third-party applications are likely to have access to the user’s information pertaining to his posts. When using location-enabled devices, various third party application providers and entities may thus ascertain the consumer’s precise whereabouts. If a consumer uses loyalty cards at a grocery store or sends in a product warranty card, his name, address, and information about his purchase may be shared with data brokers and combined with other data.

More recently, certain wearable things are likely to be adopted quickly, as they extend the usefulness of everyday objects familiar to the individual. They may be embedded in cameras, microphones and sensors that can record and transfer data to the device manufacturer. The Article 29 Working Party has raised the concern that such wearable things, kept in close proximity to users, result in the availability of a range of other identifiers, such as the MAC addresses of other devices, which could be useful to generate a fingerprint allowing location tracking:

“The collection of multiple MAC addresses of multiple sensor devices will help create unique fingerprints and more stable identifiers which IoT stakeholders will be able to attribute to specific individuals. These fingerprints and identifiers could be used for a range of purposes, including location analytics or the analysis of movement patterns of crowds and individuals.”

The FTC has also noted that providing notice and choice in the context of the IoT can be challenging due to the ubiquity of devices, persistence of collection, and practical obstacles to providing information if devices lack displays or explicit user interfaces. The OPC, which recently issued its research paper on the IoT, also raises the point that data collection by devices in the IoT context may often be invisible to the consumer.

---


69 Federal Trade Commission (2010), supra note 19, at i.

70 Article 29 Data Protection Working Party (2014), supra note 4, at p. 5. Furthermore, the availability of an API for wearable devices (e.g. Android Wear) also supports the creation of applications by third parties who can thus get access to the data collected by those things.

71 Location analytics refers to the analysis of how many people are in a certain place at a certain time and for how long they remain there.


users and, because they may not be aware of it, they are unlikely to be in a position to understand it or weigh in on the manner in which it is done.\textsuperscript{74}

These new trends and technologies must be combined with the fact that the data collected can later be combined with other data issued from other systems (e.g. CCTV or internet logs), in most cases without the knowledge of the individuals concerned. The OPC has demonstrated the powerful insights that can be obtained about individuals from IP addresses, as well as from metadata.\textsuperscript{75} This has obvious implications for achieving meaningful consent.

1.2.4 Technology Becoming Increasingly Sophisticated

Recent technologies and new types of business models are becoming more complex, creating additional challenges and (regarding recent technologies) potential risks, especially if they are not known or understood by most users. In his article “The Myth of the Superuser: Fear, Risk, and Harm Online”, Ohm cautions against laws and regulations that are addressed at risks created by a legendary, omnipotent, malevolent “superuser”, who seldom exists in practice.\textsuperscript{76} In the recent case of Richard v. Time Inc.\textsuperscript{77}, the Supreme Court of Canada rendered judgment on the rules governing false and misleading representations under Quebec’s Consumer Protection Act. The Court held that the test to use to determine if the advertising was misleading was not what a consumer of average intelligence, scepticism and curiosity would understand from the commercial representation, but rather what a credulous and inexperienced consumer would comprehend. If a consumer of average intelligence has a difficult time understanding recent technologies, whether consent obtained under PIPEDA can be considered meaningful seems clearly debatable.

Tene and Polonetsky have voiced their concern with the fact that typically, individuals (i.e. users of average intelligence) get privacy defaults wrong;\textsuperscript{78} disseminate content more broadly than they intended or is advisable for their own good;\textsuperscript{79} forget passwords or keep them listed on unencrypted files

\textsuperscript{74} Policy and Research Group of the Office of the Privacy Commissioner of Canada, The Internet of Things An introduction to privacy issues with a focus on the retail and home environments, (Ottawa: Office of the Privacy Commissioner of Canada, February 2016) [Policy and Research Group of the Office of the Privacy Commissioner of Canada (2016)].

\textsuperscript{75} Technology Analysis Branch of the Office of the Privacy Commissioner of Canada, What an IP Address Can Reveal About You: A report prepared by the Technology Analysis Branch of the Office of the Privacy Commissioner of Canada, (Ottawa: Office of the Privacy Commissioner of Canada, May 2013); See also Office of the Privacy Commissioner of Canada, Metadata and Privacy: A technical and legal overview, (Ottawa: Office of the Privacy Commissioner of Canada, October 2014).


\textsuperscript{77} 2012 SCC 8.


on their laptop; and generally struggle to keep up with the astounding surge in digital economy and culture. In a survey pertaining to whether Canadian consumers believe a “Do Not Track List” would be desirable, the first question asked respondents to identify their level of familiarity with the existence of tracking devices and techniques such as persistent cookies and web beacons. Overall, half of the respondents were not very familiar or not at all familiar with these technologies. More recently, researchers at Carnegie Mellon University investigated the usability of tools to limit OBA. They observed participants’ behaviour as they installed and used various privacy tools, including opt-out tools, browser settings and cookie blockers, and recorded their perceptions and attitudes about those tools, finding serious usability flaws in all nine tools examined. The researchers concluded, “There are significant challenges in providing easy-to-use tools that give users meaningful control without interfering with their use of the web. Even with additional education and better user interfaces, it is not clear whether users are capable of making meaningful choices about trackers.”

In a recent complaint filed with the FTC in the U.S. by three advocacy organizations, demanding that it investigate and impose drastic requirements on entities involved in online data analytics and behavioural advertising, it was argued that the “compilation and analysis of data on users in real time involve highly sophisticated data mining technologies that few users—and likely regulators!—understand.”

A main concern is that these issues are even more challenging with recent technologies, such as wearable computing, which refers to everyday objects and clothes, such as watches and glasses, in which sensors may be included to extend their functionalities. As a matter of fact, smartphones and mobile apps introduce additional privacy challenges, and some have noted that comparatively smaller screens and other device restrictions constrain how users can be given notice about and control over data practices. The FTC has also recently articulated a similar concern:

“Privacy notices are not only relevant for websites, mobile apps, or surveillance cameras, but for the whole gamut of systems and devices that process user information. Designing and providing appropriate notices for novel systems, such as

---

82 Janet Lo, supra note 32, at 10; The responses varied, with 20% of total respondents very familiar, 30% of respondents somewhat familiar, 19% not very familiar and 31% not at all familiar with the technologies.
84 See also: Omer Tene & Jules Polonetsky, supra note 81, at 26.
87 Florian Schaub et al., supra note 18, at p. 1.
smart home appliances or wearable devices, is challenging.\textsuperscript{88} The straightforward approach is to decouple the privacy notice from the system. For example, many manufacturers of fitness tracking devices provide a privacy policy on their websites, while the actual device does not provide any privacy notices.\textsuperscript{89} As a result, users are less likely to read the notice and may therefore be surprised when they realize that their mental models do not match the system’s actual data practices”.\textsuperscript{90}

In Europe, the Article 29 Working Party has also raised its concerns with the quality of user consent in light of wearable computing and IoT:

\textquotedblleft Wearable devices such as smart watches are also not noticeable:\textsuperscript{91} most observers may not distinguish a normal watch from a connected one, when the latter may yet embed cameras, microphones and motion sensors that can record and transfer data without the individuals being aware of, and even less consenting to such processing. (…) Such situations lead to the question of whether the user’s consent to the underlying data processing can then be considered as free, hence valid under EU law. In addition, classical mechanisms used to obtain individuals’ consent may be difficult to apply in the IoT, resulting in a “low-quality” consent based in a lack of information or in the factual impossibility to provide fine-tuned consent in line with the preferences expressed by individuals. In practice, today, it seems that sensor devices are usually designed neither to provide information by themselves nor to provide a valid mechanism for getting the individual’s consent.”\textsuperscript{92}

More and more data exchanges are now taking place without the knowledge of users, which makes it difficult for organizations to achieve meaningful consent under PIPEDA.

\begin{footnotesize}
\begin{enumerate}
\item Federal Trade Commission (2015), supra note 65.
\item Federal Trade Commission (2015), supra note 65.
\item As described in Opinion 02/2013 on apps on smart devices, wearable computing also highlights challenges stemming from continuous data collection from others within close proximity and for extended periods of time.
\item Article 29 Data Protection Working Party (2014), supra note 4, 7.
\end{enumerate}
\end{footnotesize}
2. ADDRESSING CHALLENGES WITH THE CONSENT MODEL: A FEW CONSIDERATIONS

A consent-based privacy protection framework recognizes the subjective nature of privacy, and in any given context, allows individuals to decide for themselves what information they provide, for what purposes it can be used, and with whom it can be shared. At the same time, it is important to recognize the limits of such a consent-based protection regime. As discussed in previous section 1, to a certain extent, the premise of consent is a legal fiction: while individuals are concerned about their privacy, it has been authoritatively argued that they are generally lost in the plethora of different privacy policies, or worse, simply do not read them nor understand them. Privacy policies have become long and complicated documents, placing too high a burden on users to read, understand, and then exercise meaningful choices based on them.

Consent is also challenged by technological changes. Seeking consent is simply not practical or possible in certain circumstances, due to an inability to communicate with the individual. For example, personal information is collected by IoT-networked devices without any user interface. Consent-based privacy controls may also be ineffective if individuals do not have any meaningful control over the communication or capture of their information. The incidental creation and transmission of metadata that accompanies an individual’s actions (such as sending an e-mail) is one example. The observation of individuals in public spaces (such as being captured on surveillance video while in a store) is another.

The limits of the consent-based regime will be put to the test even more in coming years. More and more, new technology causes radical evolutions in the ways individuals deal with, use and share personal information about themselves. In some cases, seeking consent may not be practicable or indeed even possible. With recent technological changes, some believe that there are essentially no longer any proponents of the pure notice-and-choice model, as it is regarded as no longer adequate.93

While there are various challenges confronting the “notice and choice” model, some also have argued that we should not be abandoning the “control” concept of privacy, and concurrently, the “notice and choice” model, for many reasons.94 The need for some sort of global consistency in the data protection arena should also be considered.95 The threat of loss of trade as a result of Directive 95/46/EC and its adequate protection requirements was a strong motivating factor for the Canadian Government’s decision to enact PIPEDA.96 Moreover, many believe that this conception is still relevant nowadays.

---


94 Eloïse Gratton (2013), supra note 9; E. Ramirez, Privacy and the IoT: Navigating policy issues (CES Opening Remarks, 2015), FTC public statement: “However, just abandoning the concept of notice is not a viable option, as the transparency notices should provide is essential for users, businesses, and regulators alike”, discussed in Florian Schaub et al., supra note 18, at 2.


Some argue that in the Information Age, with so much data available, “control over personal information” is more relevant than ever and that privacy is about “control”. Calo, for a variety of reasons, believe that the form of privacy disclosure is worthy of further study before we give in to calls to abandon notice as a regulatory strategy in privacy.

This section 2 will not be proposing solutions to address each of the challenges detailed in section 1. Instead, this section will provide a few considerations which may be relevant if the current notice and choice model is maintained. More specifically, this section will discuss the fact that we need to be careful before considering amending PIPEDA on the issue of consent. It will also address the increasingly important role of policy development and guidance, which may also address the uncertainty surrounding the notion of meaningful consent and provide guidelines to address some of the challenges discussed in section 1. This section will also address the increasingly important role played by the interpretation of the notion of consent, and propose an interpretation that focuses on providing notices and choices to information or situations meant to be protected by PIPEDA, thereby limiting the number of consents obtained and concurrently, the “privacy policy fatigue” concerns already discussed.

2.1 Amending PIPEDA with Caution

Before considering amending PIPEDA, we first need to determine if the challenges now confronting the consent model, which are further discussed in section 1, can be addressed by modifying the language used in PIPEDA on the issue of consent. If the answer is no (or if it is not clear), the law should not be amended.

PIPEDA was recently amended through Bill S-4, the Digital Privacy Act, to include certain provisions which were necessary: to provide for an exception for business transactions and to better reflect the reality of the relationship between employer and employees. The Digital Privacy Act also amended PIPEDA to include a revised “valid consent” provision (PIPEDA, s. 6.1), by shifting from a subjective standard to a more objective standard. Some have already voiced their opinion on the fact that before amending PIPEDA with respect to the notion of consent, we should determine what the problem is and whether the proposed amendments would address the relevant concern. While there are many

---


98 Ryan Calo (2012), supra note 22, at 1027.

99 It was also amended to include an exception to the notice of consent in cases in which private sector organizations may wish to share personal information in specific cases in which they are investigating fraud; Éloïse Gratton, Personal submission to the CAI pertaining to potential amendments to the Quebec private sector law, the Act respecting the protection of personal information in the private sector (November 27, 2015), available at: <http://www.eloisegratton.com/files/sites/4/2015/12/Monsieur-Jean-Chartier-CAI-27-novembre-2015-2.pdf> [Éloïse Gratton, November 27, 2015].

100 New section 6.1 of PIPEDA is clarifying that an individual’s consent to the collection, use or disclosure of his or her personal information is valid only “if it is reasonable to expect that an individual to whom the organization’s activities are directed would understand the nature, purpose and consequences of the collection, use or disclosure of the personal information to which they are consenting.”

101 Éloïse Gratton, Bill S-4: My Appearance Before the Industry Committee (March 26, 2015), available at: <http://www.eloisegratton.com/blog/2015/03/26/bill-s-4-my-appearance-before-the-industry-committee/>: “Still, I have a few concerns with this proposal. PIPEDA currently requires that consent be reasonably understandable by the individual. The questions that should be asked are: (i) Do we have a concern with this consent requirement? and if so, (ii) will the proposed
challenges with the notion of valid consent under PIPEDA, for the reasons discussed in section 1, it is not clear if such changes (i.e. new section 6.1) will be addressing the problems discussed in section 1. Moreover, such amendments might even be creating uncertainty for businesses that have been interpreting the notion of consent reflected in PIPEDA a certain way for the last ten to fifteen years.

Jean Carbonnier, one of the most important French jurists of the 20th century, has articulated the view that we should be nervous when enacting or amending laws ("Ne légiférer qu’en tremblant"). As a matter of fact, before amending a law, one should be careful to make sure that the amendment will not be detrimental or problematic as soon as new technologies emerge. Given that such amendments will be relatively permanent and allow less flexibility, this may be problematic, since PIPEDA was meant to be technology-neutral, and flexible enough to account for technological developments, new business models and the reasonable expectations of individuals, which is an evolving concept.

This section will discuss the fact that we need to be careful before amending PIPEDA given that PIPEDA, which incorporates the FIPPs, was meant to be technology-neutral and flexible. Moreover, this section will also discuss how before amending PIPEDA, we have to account for the fact that social norms pertaining to new technologies or business models may not necessarily be in place.

2.1.1 PIPEDA to Remain Technology Neutral

Data protection laws such as PIPEDA were initially drafted in order to address the management and handling of personal information in electronic form. The Article 29 Working Party states:

“It is useful to recall that the reasons for enacting the first DPL in the seventies stemmed from the fact that new technology in the form of electronic data processing allows easier and more widespread access to personal data than the traditional forms of data handling.”

The initial concern was that individuals were going to lose control over their personal information since their data, once in electronic form, would become more easily shared among organizations from the private and public sectors, sometimes without the individual’s knowledge. In fact, the FIPPs were initially meant to apply only to electronic data, and this distinction (electronic data vs. non electronic data) is still present in certain data protection laws. This distinction (paper vs. electronic) may have made sense forty years ago when data was passing from the “paper” form to an “electronic” one and was therefore to be shared more easily. More recently, however, this distinction is no longer present and certain data protection laws even have provisions for technology-neutral application. For example, amendment address such concerns. If the proposed amendment is accepted, the message sent to organizations is that the way they used to get consent may no longer valid, and that perhaps they should be taking additional steps.”


104 Eloïse Gratton (2013), supra note 9, Section 1.1.2 “Control over Personal Information and Fair Information Practices”, at 6.

PIPEDA states that “organizations shall protect personal information regardless of the format in which it is held”.\textsuperscript{106} Furthermore, PIPEDA is based on flexible principles in Schedule 1, rather than on prescriptive rules. This translates into a piece of legislation able to accommodate various industries and new technologies, and it can therefore be considered as a technology-neutral legislation.

A general principle of lawmaking is that the law should be sustainable. It is obvious that nowadays, technology develops much more quickly than the law does.\textsuperscript{107} Laws should be sustainable enough to cope with technological development over a sufficiently long period of time. If a law is too technology-specific, it is not likely to cover future technological developments, and it will therefore have to be amended often.\textsuperscript{108}

We should ensure that PIPEDA remains as technology-neutral as possible.\textsuperscript{109} European legal scholar Koops suggests that regulation should be technology-neutral in its effects.\textsuperscript{110} Koops also argues that “the more detailed the legislation, the less transparent it may be and, particularly with technology, it will be the case that the more technology is put into the law or into its formulation, the less understandable it will be to ordinary citizens.”\textsuperscript{111} If we can find a way to work with the current provisions of “consent” from PIPEDA, which we arguably can with the necessary policy guidance and the right interpretation (see sections 2.2 and 2.3 which elaborate on these issues), then perhaps we should move forward with the current consent approach.

PIPEDA is meant to reach the proper balance between protecting the privacy of individuals and the need of organizations to collect, use or disclose personal information for the purposes that a reasonable person would consider appropriate in the circumstances.\textsuperscript{112} The wording pertaining to obtaining consent under PIPEDA is technology-neutral, and it should remain that way. In the event that certain new technology or business models warrant a more specific type of consent, additional guidance should be provided at the policy level.\textsuperscript{113}

2.1.2 PIPEDA to Remain a Flexible Law

In the 1970s, as the FIPPs were being established and data protection laws began to emerge in certain jurisdictions, it was already very clear that a certain flexibility was required and necessary in the application of FIPPs. For instance, the Lindop Report in the U.K. explained that the FIPPs were drafted in

\textsuperscript{106} Personal Information Protection and Electronic Documents Act, supra note 14, at Schedule 1 (s. 5), principle 4.7.1.


\textsuperscript{108} Ibid, at 10.

\textsuperscript{109} According to Vincent Gautrais, it would be in many cases impossible to have perfect technology neutrality. See Vincent Gautrais, Neutralité technologique: Rédaction et interprétation des lois face aux technologies (Montréal : Éditions Thémis, 2012).

\textsuperscript{110} Bert-Jaap Koops, supra note 107, at 6.

\textsuperscript{111} Ibid, at 12.

\textsuperscript{112} Personal Information Protection and Electronic Documents Act, supra note 14, s.3.

\textsuperscript{113} Personal Information Protection and Electronic Documents Act, supra note 14, s. 2.2.1 and 2.2.2 which elaborate on the type of guidance provided by the OPC on the issue of valid consent and transparency.
broad terms, specifically in order to provide some type of flexibility.\textsuperscript{114} Too much specificity in defining the objectives of the FIPPs could lead to a loss of flexibility and laws incorporating these FIPPs were therefore to be as flexible as possible.\textsuperscript{115}

As early as the 1970s, businesses and various organizations were already raising warning flags over potential restrictions to their data processing activities, if the objectives of the FIPPs were to be given a strict, literal interpretation.\textsuperscript{116} In answer to these concerns, certain documents from the 1970s emanating from European jurisdictions illustrate that the FIPPs and their underlying obligations on users were to be imposed only “as far as reasonably practicable”.\textsuperscript{117} Clearly, the original intention was not to ensure that every conceivable data handling activity be covered:

“We believe that regulation should be as light and as flexible as possible, and exercised with any stringency only where there is a special need to overcome substantial risks for the citizen’s privacy. Our recommendations for the scope of the statute, for the powers of the DPA and for the form of the statutory guidelines are therefore deliberately cast widely. This is not because it is our intention that every conceivable data handling activity should be capable of accommodating the changes in the automatic handling of personal information which will occur during its foreseeable lifetime.”\textsuperscript{118}

More specifically, great importance was attached to flexibility in the application of the principles of FIPPs, as evidenced by a report dating back from this period which mentions that: “the appropriate level of compliance with each applicable principle will vary for different information systems which handle personal data in different ways and for different purposes.”\textsuperscript{119}

The main purpose of adopting a very broad yet flexible legislation (through data protection laws) was therefore initially meant to ensure that the law would keep up with technological developments.\textsuperscript{120} This

\textsuperscript{114} Chairman Sir Norman Lindop, Report of the Committee on Data Protection: Presented to Parliament by the Secretary of State for the Home Department by Command of Her Majesty (London, UK: H.M.S.O., 1978), at 199, para. 21.04 [Chairman Sir Norman Lindop]; See also ibid. at 148, para. III.04.

\textsuperscript{115} This is now the case with PIPEDA, which is very flexible, as it is based on a standard.

\textsuperscript{116} Chairman Sir Norman Lindop, supra note 114, at 200, para. 21.05: “The great majority of users who commented on the objectives set out in paragraph 34 of the White Paper were concerned to explain to us the problems which would be imposed on their data processing activities if those objectives were to be strictly applied, across the board, to everyone and with literal adherence to their wording.”

\textsuperscript{117} ibid. at 199, para. 21.04.

\textsuperscript{118} ibid. at 147, para. III.04.

\textsuperscript{119} ibid. at 202, para. 21.15.

\textsuperscript{120} ibid. at 13, para. 3.04: “Because the lifetime of the legislation on which we are asked to advise will be substantial, we have informed ourselves both about the current state of the art and about foreseeable developments in it, to ensure that the legislation will not need to be amended by reason of technical changes alone.” See also ibid. at 18, para. 3.21: “We took these considerations into account when deciding upon our recommendations for data protection legislation. An approach which would have been appropriate in 1970 and 1975 would not be suitable for the technology of 1980 and 1985. Technological developments are happening with increasing speed and economy; this requires flexibility in the mechanics of control to allow new potential threats to be contained.”
being said, the interpretation of the FIPPs was crucial and would largely determine the effect of their objectives as implemented.\textsuperscript{121}

PIPEDA provides flexibility on the form of the consent sought by an organization. For instance, consent may vary, depending upon the circumstances and the type of information:\textsuperscript{122} An organization should generally seek express consent when the information is likely to be considered sensitive; implied consent would generally be appropriate when the information is less sensitive.\textsuperscript{123} Moreover, in obtaining consent, the “reasonable expectations” of the individual are also relevant.\textsuperscript{124} The form of consent in other data protection laws, such as Quebec’s Act Respecting the Protection of Personal Information in the Private Sector, which provides that consent be “manifest”, has been criticized for not being flexible enough on the notion of consent.\textsuperscript{125}

Under principle 3 of Schedule 1 of PIPEDA, which deals with consent, the knowledge and consent of the individual are required for the collection, use, or disclosure of personal information, “except where inappropriate.” This principle includes a note which further explains the fact that it may be \textit{impossible or impractical} to seek consent in cases involving legal, medical or security reasons; that obtaining consent \textit{might defeat the purpose} of collecting the information when information will be used for the detection and prevention of fraud or for law enforcement; that seeking consent may be \textit{impossible or inappropriate} when the individual is a minor, seriously ill, or mentally incapacitated. Moreover, the note raises the fact that organizations that do not have a direct relationship with the individual (i.e. direct marketing organizations) may not always be able to seek consent.

To add to PIPEDA’s flexibility, under article 5 (3), there is a catch-all reasonableness test, which dictates the limits of PIPEDA applicability: “An organization may collect, use or disclose personal information only for purposes that a reasonable person would consider are appropriate in the circumstances.” This provision applies even if consent was obtained from users,\textsuperscript{126} therefore allowing any additional privacy risk to be addressed.

PIPEDA, in its current form, therefore provides for great flexibility on the issue of “consent”. It may be considered as flexible enough to accommodate new types of technologies and business models under which, in light of the ubiquity of the data exchange taking place and the number of players involved, consent would be considered as \textit{impossible or inappropriate}, if the activity is \textit{reasonable} and in line with the user’s \textit{reasonable expectations}. If the notion of consent under PIPEDA is flexible enough, no amendments should be made at this time to specifically accommodate new technologies or business practices.

\begin{flushleft}
\begin{enumerate}
\item \textsuperscript{121} \textit{Ibid.} at 45-46, para. 5.34.
\item \textsuperscript{122} \textit{Personal Information Protection and Electronic Documents Act}, supra note 14, Schedule 1, s. 4.3.4, 4.3.6.
\item \textsuperscript{123} \textit{Personal Information Protection and Electronic Documents Act}, supra note 14, Schedule 1, s. 4.3.6.
\item \textsuperscript{124} \textit{Personal Information Protection and Electronic Documents Act}, supra note 14, Schedule 1, s. 4.3.5.
\item \textsuperscript{125} See Éloïse Gratton (November 27, 2015), supra note 99.
\end{enumerate}
\end{flushleft}
2.1.3 Amendments to Consider the Evolution of Social Norms

The privacy policy is only one piece of the consent puzzle: in order to assess the legitimacy of data practices, some argue that regulators should analyze users’ expectations rather than corporate statements.\textsuperscript{127}

Under PIPEDA, an organization may collect, use or disclose personal information only for purposes that a reasonable person would consider are appropriate in the circumstances.\textsuperscript{128} Also, in determining the form of consent to use, organizations shall take into account the “reasonable expectations” of the individual.\textsuperscript{129} What these expectations are in any given context, and whether certain activities are legitimate from a privacy perspective, is often a function of many factors, including the social norms that are in place at the relevant period of time and which norms may affect the users’ expectations regarding such new technology or business practices.

Some of these so-called privacy social norms are intuitive. For example, everyone knows that facing other passengers in an elevator violates a certain social norm and therefore, elevator passengers will usually face the doors until they reach their destination.\textsuperscript{130} Instinctively, passengers will often even move in the elevator as other passengers leave or enter, to ensure that they are leaving others as much space as possible (i.e. to re-equilibrate the shared space).

Social norms are constantly evolving and individuals may even sometimes change their mind on whether a technology violates their privacy. For instance, it is reported that when ID caller was launched in the late 1980s, many people thought it to be a privacy violation to see who was calling a person, to the point where some U.S. states regulated against it.\textsuperscript{131} Today, many users refuse to answer the phone if the number is not displayed on their caller ID, and therefore this technology is now considered a privacy-enhancing technology.\textsuperscript{132}

The law and social norms will always lag behind technology. A good example to illustrate this statement is cameras and the evolving social norms around them. In 1890, U.S. law students Samuel Warren and Louis Brandeis invented the modern legal right to privacy, in their famous article about the “Right to be alone”, in reaction to the threat of “instantaneous photography” in the popular press which was then invading the sacred precincts of private and domestic life.\textsuperscript{133} Still, it took another 70 years for the U.S. to elaborate relevant common law privacy torts.\textsuperscript{134} More recently, the ubiquity of cameras on mobile phones (most cell phones now have embedded cameras) has created a new distortion, and the social


\textsuperscript{128} Personal Information Protection and Electronic Documents Act, supra note 14, Schedule 1, s. 5(3); In Europe, legitimate interests are relevant when assessing lawful processing: see Article 29 Data Protection Working Party, Opinion 06/2014 on the notion of legitimate interests of the data controller under Article 7 of Directive 95/46/EC, 844/14/EN WP 217.

\textsuperscript{129} Personal Information Protection and Electronic Documents Act, supra note 14, Schedule 1, s. 4.3.5.

\textsuperscript{130} Omer Tene & Jules Polonetsky, supra note 81, at p. 11.


\textsuperscript{132} Omer Tene & Jules Polonetsky, supra note 81, at p. 11.

\textsuperscript{133} Samuel Warren & Louis Brandeis, supra note 2; It has led the New York Times in 1902 to decry “Kodakers lying in wait”.

\textsuperscript{134} William L. Prosser, “Privacy”, 48 CAL. L. REV. 383 (1960); also see Restatement (Second) of Torts § 652D (1976).
norm surrounding cameras is, once again, not quite in place. While walking around a gym’s locker room with a digital camera in hand would probably be violating a social norm and be considered inappropriate, given that these functionalities are relatively recent, many still continue to carry around their phones in locker rooms. This has led certain gyms to post signs warning that cellphone cameras should not be used in locker rooms.\(^\text{135}\)

We can also consider that a new innovative technology such as Google Glasses, could be used inappropriately or against social norms. Polonetsky suggests that users, who have yet to figure out which pictures to share on Facebook or how to make sure they do not tweet while drunk, are now required to navigate a whole new map of social rules with this recent technology, designed to let users search as they walk, navigate, record what they see in real time and share it with their friends:

> “Should you take off your Google Glass in a public restroom, lest other visitors think you are recording? Is it acceptable to Google someone while speaking to them? (...) In this case, the potential lurch threatens the privacy not of the early new product adopters but rather of those who will be observed and recorded. Will users of Google Glass manage to conduct their activities while respectful of existing social norms, perhaps following a newly invented code of etiquette, or can we expect disruptions and dismay such as those caused by early “Kodakers”?\(^\text{136}\)

Google’s Executive Chairman Eric Schmidt has also raised the fact that “people will have to develop new etiquette to deal with Google glasses that can record video surreptitiously and bring up information that only the wearer can see. There are obviously places where Google Glasses are inappropriate.”\(^\text{137}\)

In some situations, corporate behaviour may be labeled as pulling against social norms. These cases or behaviours do not necessarily involve a breach of the law. They may instead involve the deployment of a new technology or some new use of an existing technology, the implementation of a new feature or program, or an unexpected data use or customization.\(^\text{138}\)

Examples of recent new technologies which illustrate a social norm not yet entrenched include social listening, which is the analysis by organizations of social media content for sentiment analysis, customer service and early crisis warning.\(^\text{139}\) A recent study comprising surveys of more than 1,000 customers has confirmed that a double standard was evident for social media listening, since perceptions of social

---


\(^{137}\) Aaron Pressman, “Google’s Schmidt says talking to glasses can be weird, inappropriate”, *Reuters* (April 25, 2013), available at: [http://www.reuters.com/article/2013/04/25/us-google-harvard-idUSBRE993O1FF20130425](http://www.reuters.com/article/2013/04/25/us-google-harvard-idUSBRE993O1FF20130425) (speaking at Harvard University’s Kennedy School of Government.)

\(^{138}\) Omer Tene & Jules Polonetsky, *supra* note 81, at p. 2.

media-based customer service were clearly ambivalent amongst surveyed individuals. More specifically, the survey results illustrated that while companies were getting credit from about half of their customers for being responsive to consumer sentiment, half of their customers also felt that a corporate response was “creepy” and preferred being able to just vent off some air on social media, without the organization responding.

Another recent example to illustrate the fact that a new business practice may violate social norms pertains to British Airways and its “Know Me” program, recently launched and intended to provide a more personalized service to frequent fliers. Under this program, airline personnel were instructed to google passengers’ names to learn more about them and provide them with a personalized greeting and experience. Many British Airways customers felt that it was inappropriate for agents to find information about them online for such purposes. Interestingly, with the social norm evolving around personalized services, a customer could eventually expect to receive this kind of personalization by an airline company that he or she frequently uses or, worse yet, be offended that with all the information available on the web, his or her preferred airline does not provide a more personalized experience or that his or her preferences must be repeated on each flight (i.e. “Don’t you know who I am by now?”).

In 2012, the New York Times Magazine ran a cover story about Target, assigning customers with a “pregnancy prediction score,” based on their purchase habits, in order to beat its competitors in identifying a precious moment when shopping habits are most amenable to change – the birth of a baby. Target had employed statisticians to sift back through historical buying records of women who had signed up for baby registries, discovering latent patterns. They were able to determine a set of products that, when grouped together, allowed Target to accurately predict a customer’s pregnancy and due date. While this marketing operation by Target was highly criticized by the public, it also raises the fact that the reasonable expectations of the user are quite relevant when assessing the type of consent that should be obtained in a given context. For instance, while customers may not expect that their purchases will be compiled to determine and assign them a pregnancy score, they may expect to receive advertising for baby products upon subscribing to a pregnancy and newborn magazine.

PIPEDA provides that the “reasonable expectations” of the individual be considered when determining the form of consent to use in a given situation. While this expectation threshold may vary and could be considered as subjective, it also introduces additional flexibility into the notion of consent reflected in PIPEDA. Moreover, this flexibility is quite useful when we need to consider the social norms (including
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the reasonable expectations of users pertaining to a specific technology or business practice) in place at any given time, given that these norms are constantly evolving.

Social norms take some time to become stable. Any amendment to the law (i.e. PIPEDA) on the issue of consent pertaining to a specific technology or business model would necessarily have to take into account the fact that social norms in connection with such new technology or business practice may not yet be firmly established.

The prudent approach may dictate ensuring that the law will not be amended at a time when the social norm in connection with a new technology or business practice is not yet etched in stone. In the past, privacy values and norms took years or even centuries to develop. The reality is that, more and more, only very short timeframes are available for society and the law to react to technological innovation. According to Tene and Polonetsky, as technological innovation accelerates, so does the need to recalibrate individual expectations, social norms and ultimately laws and regulations, although it is not clear how we should regulate in the absence of stable social norms:

“Another is the lingering indecision among policymakers with respect to the role of regulation in the absence of stable social norms. Should restrictions on conduct be based on law or on “softer” social norms? Should regulation drive or be driven by volatile individual expectations, market best practices and social norms? Should we wait for norms to develop to form societal expectations?”

Shifting social norms, combined with powerful business interests and technological developments, threaten to make laws irrelevant. This should be considered before deciding to amend PIPEDA on the notion of “consent” or to amend it in order to address a specific technological development. For example, the EU “cookie directive”, which requires websites to obtain users’ affirmative opt-in consent before placing a cookie on their machine, has been considered by many as out of sync with technological and business realities: individuals simply do not want to be obstructed from reaching their online destination by repetitive notices and prompts for consent.

While PIPEDA should not be amended at a time when the social norm in connection with a given new technology or business practice is not yet fully defined, since the notion of “consent” under PIPEDA is quite flexible, a lot of uncertainty also surrounds what type of consent is adequate upon such new technology or business model being developed. In order to address this uncertainty, the OPC will have to continue playing an important role in casting some light on some of challenges pertaining to the notion of meaningful consent. Moreover, interpreting this notion of consent in a balanced way may be part of the solution, as further discussed in the following sections.

2.2 Increased Role of Research and Policy Development

Section 2.1 discusses how we should be careful before amending PIPEDA on the issue of consent; especially given that PIPEDA is very flexible on that issue and neutral from a technology standpoint. With

145 Omer Tene & Jules Polonetsky, supra note 81, at p. 10.
146 Ibid.
147 Ibid, at p. 13. In addition, these authors contend that it is quickly becoming technologically obsolete with the development of server-side surveillance mechanisms such as browser fingerprinting. See Electronic Frontier Foundation, Panopticlick: How Unique – and Trackable – is Your Browser?, available at: <https://panopticlick.eff.org>.
this flexibility also comes huge uncertainty. As a matter of fact, there are many downsides of having such a flexible framework. For one, when new practices and business models make their appearance, the industry has to wait for the OPC to provide guidance on what is considered legal and legitimate from a “consent” point of view. Moreover, it should be noted that the type of consent to be obtained under PIPEDA is directly linked to the notion of “sensitivity”, which is also a flexible notion (i.e. PIPEDA states that any information may be sensitive depending on the context), which spawns additional uncertainty. This, further linked with the “reasonableness test”, triggers the situation in which there is so much uncertainty for organizations when innovating, that for some, launching a new product or program may not be worth the risk of receiving a negative finding confirming that their practice is not legal from a “consent” standpoint.

Since PIPEDA features so much uncertainty regarding what type of consent should be considered as adequate as new technologies and business models are developed, policy guidance will be increasingly necessary on the issues of enhanced transparency, valid consent, as well as with respect to users’ expectations, as discussed below.

2.2.1 Guidance on Enhanced Transparency

Section 1 discusses how privacy policies have, to a certain extent, failed to provide users with meaningful insight into corporate data management practices. With new and complex technologies, how to properly disclose data management practices is more and more challenging. Therefore, policy direction from the OPC has been, and will continue to remain, necessary, in order to assist organizations to better explain their practices to users, in a more understandable way, so as to ensure that truly meaningful consent is elicited from them.

Recently, the Digital Privacy Act (Bill S-4) provided for a revised “valid consent” provision, by shifting from a subjective standard to a more objective standard. Section 4.3.2 of Schedule 1 from PIPEDA requires that organizations shall make a reasonable effort to ensure that the individual is advised of the purposes for which the information will be used. New section 6.1 clarifies that an individual’s consent to the collection, use or disclosure of his or her personal information is valid only:

“If it is reasonable to expect that an individual to whom the organization’s activities are directed would understand the nature, purpose and consequences of the collection, use or disclosure of the personal information to which they are consenting.”

Since this section is new, and since there are many challenges in connection with providing adequate policies (and obtaining meaningful consent), any guidance would most probably be welcomed to determine to what extent organizations should be reviewing and updating their privacy policies to ensure compliance with this new requirement.

This guidance may generally take the form of reports and publications, such as reports to Parliament, audit or accountability reports and similar publications. For instance the OPC published, in 2012, a useful guide entitled “Seizing Opportunity: Good Privacy Practices for Developing Mobile Apps, Reports and
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Publications”, providing valuable input on the issue of transparency (and on obtaining meaningful consent), despite the small screen challenge.

Scholars in multiple disciplines have explored shortening privacy policies or otherwise changing their format to reduce the burden on consumers and avoid discouraging users from reading them. The FTC, in a recent report, suggested that: “privacy notices should be clearer, shorter, and more standardized to enable better comprehension and comparison of privacy practices.”

Wearables, such as Google Glasses, may incidentally collect information about bystanders. Social media and mobile applications enable users to share information with and about others, e.g., by tagging someone in a geo-referenced photo. These technologies may therefore collect information from different types of users. Understanding which audiences have to be addressed by privacy policies should be considered. This is increasingly important in light of complex technologies involving many players. For instance, while determining a website’s audience may be straightforward (typically, the visitors of the website), mobile applications, wearables, smart cars, or smart home appliances expand the audiences and user groups that need to be considered. Such systems may have a primary user, but potentially also multiple users with different privacy preferences.

Some are proposing multi-layered and contextualized notices, since it has been reported that stating everything at once in a single notice is rarely effective. Timing of the notices is also crucial, providing information about a specific data practice when it becomes relevant for the user. For example, notice could be provided when a system is used for the first time, or when a data practice is active, for example when information is being collected, used, or shared. It was also suggested that notices be “context dependent”, meaning that the user’s and system’s context be considered to show additional notices or controls, if deemed necessary. For instance, some locations may be particularly sensitive; therefore users may appreciate being reminded that they are sharing their location in a given context. It was further proposed that notices be “periodic” (since periodic reminders of data practices


Advice include layering the information, such that important details are up front in the developer’s privacy policy and also embed links to the details of your privacy rules so that those who want more detail can find it. The OPC further recommends providing a privacy dashboard and discusses how the timing of user notice and consent is critical.


R. Calo, supra note 22, at 1072.

For example, a home lock automation system may collect information about all family or household members, including guests. See Florian Schaub et al., supra note 18, at 4.


can further help users maintain awareness of privacy-sensitive information flows), with the sensitivity of the data practice determining the appropriate frequency.\textsuperscript{158}

Auditory notices may also be considered. Visual notices (text, images, icons, or a combination thereof) may play more and more of an important role.\textsuperscript{159} For example, the advertising industry has developed self-regulatory programs to govern advertisements online: the Digital Advertising Alliance of Canada (DAAC) encourages organizations to provide notice of advertising practices to Internet users, and an ability to opt out of OBA programs, and the core feature of the program is the AdChoices icon.\textsuperscript{160}

Moreover, many privacy policies inform about data management practices but do not offer any real choices. It has been suggested that whenever possible, privacy policies should not only provide information about data management practices, but also include privacy choices or control options, since they make the information actionable:

“Using a website, an app, a wearable device, or a smart home appliance is interpreted as consent to the data practices regardless of the user having seen or read them. Even if notices are seen by users, they largely describe a system’s data practices, with few choices to opt-out of certain practices, such as sharing data for marketing purposes. Thus, users are effectively left with a take-it-or-leave-it choice give up your privacy or go elsewhere. Users almost always grant consent if it is required to receive the service they want. In the extreme case, privacy notices are turned into mere warnings that do not empower individuals to make informed choices (e.g., “Warning: CCTV in use” signs). Yet, privacy notices can only be effective if they are actionable and offer meaningful choices. Awareness of data practices can enable users to make informed privacy decisions, but privacy controls are needed in order to realize them.”\textsuperscript{161}

Another issue is the fact that too many choices create a similar burden for individuals, with a similar perverse effect. Facebook has been criticized for providing too many choices.\textsuperscript{162} By offering too many choices, individuals are likely to choose poorly.

As new technologies and business models evolve, policy direction will become even more important to ensure that industry players are guided on how to develop and deploy new technologies and practices, in order to ensure compliance with PIPEDA on the issue of consent. Certain authors have recently evaluated the transparency of various policies and propose that their score system for the Model Privacy Form be used as a benchmark standard for acceptable ambiguity, against which other policies should be measured.\textsuperscript{163} They believe that regulators may wish to present new scores and thresholds that companies can seek to achieve through better policy language that consumers can understand. Given

\textsuperscript{158} Florian Schaub et al., supra note 18, at 7.
\textsuperscript{159} Ibid, at p. 9.
\textsuperscript{160} The icon tells consumers that participating companies adhere to an accepted set of principles that provide consumers with transparency and control over interest-based ads and allows consumers to opt out from this type of advertising if they choose.
\textsuperscript{161} Florian Schaub et al., supra note 18, at 2. See also Fred Cate (2010), supra note 19; L.F. Cranor (2012), supra note 17.
\textsuperscript{162} Chris Jay Hoofnagle, supra note 68; It was reported that a previous Facebook privacy policy provided for 50 different settings and 170 different options.
\textsuperscript{163} Joel R. Reidenberg et al., supra note 23, 28.
that providing useful notices and obtaining valid consent is becoming more complex, it has also been suggested by some that a Privacy Impact Assessment (PIA) be performed before developing a privacy policy.\textsuperscript{164}

### 2.2.2 Guidance on Valid Consent

Direction and guidance on how organizations can elicit meaningful consent will be increasingly necessary. This may include guidance and information provided by the OPC, for instance, in the form of interpretation bulletins, guidance information and tools. For example, the OPC, over the last few years, has provided guidance on the notion of “consent”, through a document entitled “Determining the appropriate form of consent under the \textit{Personal Information Protection and Electronic Documents Act}”\textsuperscript{165} and the Interpretation Bulletin entitled “Form of Consent”.\textsuperscript{166} both of which are available on its website. After the evidence before the Standing Committee on Access to Information, Privacy and Ethics pointed to the difficulties faced by Canadians when they are asked to provide their knowledge and consent for social media contracts and agreements,\textsuperscript{167} the OPC, in May 2014, published \textit{Guidelines for Online Consent},\textsuperscript{168} as well as \textit{Frequently Asked Questions for Online Consent}.\textsuperscript{169}

On the issue of OBA, the OPC has published various useful documents, including the 2011 \textit{Guidelines on Privacy and Online Behavioural Advertising},\textsuperscript{170} and a \textit{Policy Position on Online Behavioural Advertising}\textsuperscript{171} in June 2012, which documents have been updated as of December 2015. While follow-up investigations have provided even more concrete information on how the OPC’s position on consent in the context of OBA practices should be applied in practice,\textsuperscript{172} organizations have, since 2012, already had a good idea as to how the OPC would consider OBA practices and the type of consent which would be acceptable. In

\textsuperscript{164} See Florian Schaub et al., supra note 18, at 3; Article 29 Data Protection Working Party (2014), supra note 4, at. 21.

\textsuperscript{165} Office of the Privacy Commissioner of Canada, “Determining the appropriate form of consent under the Personal Information Protection and Electronic Documents Act”, \textit{Guidance and Information} (September 2004), available at: \texttt{<https://www.priv.gc.ca/resource/fs-fi/02_05_d_24_e.asp>}.\textsuperscript{166}

\textsuperscript{166} Office of the Privacy Commissioner of Canada, “Form of Consent”, \textit{Interpretation Bulletin}, available at: \texttt{<https://www.priv.gc.ca/leg_c/interpretations_07_consent_e.asp>}.\textsuperscript{167}

\textsuperscript{167} \textit{Privacy and Social Media in the Age of Big Data: A Report of the Standing Committee on Access to Information, Privacy and Ethics} (April 2013) available at: \texttt{<http://www.parl.gc.ca/content/hoc/Committee/411/ETHI/Reports/RP6094136/ethirp05/ethirp05-e.pdf>}.\textsuperscript{168}
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2014, the OPC also published its position on the issue of genetic test results, concluding that such results should not be used for insurance purposes.\textsuperscript{173}

These types of position papers will be increasingly important, in view of the complexity of recent technologies and business models, since knowing “up front” how to deploy a new technology or program, what type of consent would be considered as adequate, and whether the organization would be considered as having legitimate interests, will be most helpful. As a matter of fact, the OPC will usually react once a complaint is filed against an organization. For the organization that has to wait for a finding to be issued following a complaint and an OPC’s investigation, uncertainty ensues for a certain period of time. For instance, after Bell announced the imminent launch of its RAP program in the fall of 2013,\textsuperscript{174} it had to postpone implementation of the program for the duration of the OPC’s investigation. Given that the finding pertaining to this program was released only in April 2015,\textsuperscript{175} for a period of 18 months, no other businesses launched any innovative, targeted marketing program, given the uncertainty surrounding the consent issue involved with these types of programs. Moreover, the risks associated with PIPEDA’s ombudsman model are increasing. In some cases, upon findings issued by the OPC concluding that the organizations concerned should have obtained consent, or that the type of consent obtained was inadequate, privacy class actions were filed against those organizations.\textsuperscript{176} Given that privacy class actions are on the rise in Canada,\textsuperscript{177} businesses have every incentive to ascertain ahead of time (i.e. a priori), whether their new technology or program is compliant with PIPEDA’s consent provisions.

One downside from organizations not being able to know what type of consent is legal under PIPEDA before launching a new technology or program is that it may affect innovation. Following the OPC’s decision pertaining to the Bell RAP, no other relevant advertising programs have been launched in Canada. Perhaps no other organization is willing to take the risk, given the uncertainty around what type of program would require which type of consent. As a matter of fact, we should be mindful of the fact that while flexibility around the notion of consent under PIPEDA is necessary, this flexibility is also triggering uncertainty which may, in turn, affect or have an impact or innovation and/or the launch of new technologies and programs. Providing more policy guidance ahead of time, and before any complaint is filed against a new technology or practice, should therefore be considered seriously.

Another issue germane to this point is that the OPC’s findings on the issue of consent are increasingly complex, probably reflective of the complexity of many new technologies and business models.\textsuperscript{178} For
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\textsuperscript{174} Office of the Privacy Commissioner of Canada, Announcement: Privacy Commissioner to investigate Bell Canada’s privacy policy changes (October 23, 2013).

\textsuperscript{175} Office of the Privacy Commissioner of Canada, PIPEDA Report of Findings #2015-001, Results of Commissioner Initiated Investigation into Bell’s Relevant Ads Program (April 7, 2015) [PIPEDA Report of Findings #2015-001].

\textsuperscript{176} For example, many class actions have been filed after the OPC releasing a negative finding, including class actions against Google and Bell; See Éloïse Gratton, 2015 Privacy Class Actions in Canada, available at: <http://www.eloisegratton.com/blog/2015/06/23/2015-privacy-class-actions-in-canada/>.


\textsuperscript{178} See for example PIPEDA Report of Findings #2015-001, supra note 175; See also PIPEDA Case Summary #2009-004, supra note 34.
instance, in the recent RAP decision, the OPC found that express (opt-in) consent was required, given the sensitivity of the information involved and the reasonable expectations of customers, as determined by four contextual factors surrounding the RAP, which had to be “considered in combination and in concert with each other”. It may be a difficult task for an organization to determine what are these expectations, if, for instance, only one criterion is removed. For instance, it is yet to be determined if a similar decision would have been reached by the OPC on the consent issue, if the organization in question was not enabling the delivery of third party advertising, but was instead promoting its own products and services.

In February 2016, the OPC released its paper on the IoT, which addresses the fact that this technology poses challenges for the consent model. More specifically, the OPC states that it has identified challenges with the consent model as an issue under its “Economics of Privacy” priority and has adopted a strategy to identify, explore and validate enhancements to the consent model, so that concerns raised both by individuals and organizations are addressed.

In terms of the type of guidance which may be useful, we can think of guidance on business models involving location tracking and analytics (bluetooth, beacons, etc.), as well as consent in connection with wearables. More guidance would also be useful on the issue of de-identification (i.e. at what point is information no longer subject to PIPEDA). This last issue is quite important, as it may determine the type of consent necessary for new types of analytics business models.

Following the issuance of a policy statement by the OPC, follow-ups should be made to determine if the industry is complying with the recommendations and if not, what are the underlying reasons for not doing so. This may be an indication that the industry is having a hard time complying with PIPEDA and the OPC’s recommendations, due to various reasons, such as the complexity of the implementation of the guidance in practice, etc. Also, this notion of consent under PIPEDA, which has to consider the “expectations of users”, triggers the situation under which the OPC’s position may evolve over time, for
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instance as the social norms around a given technology or practice also evolve. For example, the OPC was cautious enough, in its position on genetic testing results, to make it clear that “recognizing that the state of medical technology is changing rapidly, this position should be revisited on a periodic basis.”

This also means that if a finding is issued on a given business practice, but the expectations of users have evolved over time, a process under which the OPC may “update” some of its previously published position or findings should be considered and implemented.

Finally, the feasibility should be explored of a system or process under which organizations can, on a voluntary, and perhaps even on an anonymous, basis (if possible), test and validate their methods of consent, especially if these are creative and innovative, or if they pertain to an upcoming launch of a new technology or practice. This would allow organizations to ensure that they are complying with PIPEDA and interpreting its consent provisions adequately.

2.2.3 Guidance on Consumers’ Expectations

PIPEDA is quite flexible on the issue of consent and states that in obtaining consent, the “reasonable expectations” of the individual are relevant. Surveys on consumer attitudes towards specific technologies, business models and privacy may reveal valuable information, including whether individuals understand certain technologies, as well as whether they consider them to be either useful or harmful. Moreover, these studies may provide valuable information on users’ attitudes, including whether such attitudes may be different when it comes to information privacy, depending on the audience concerned.

As discussed in section 2.1.3, what these reasonable expectations are in any given context, and whether certain activities are legitimate from a privacy perspective, are often a function of many factors, including the social norms that are in place at the relevant period of time. In order to determine what these expectations are, in light of new technologies and business models, some type of guidance and research will be welcome, if not necessary. This may include privacy research, conducted or commissioned by the OPC, and contributions program information and research.

For instance, in the spring of 2010, the OPC held consultations with Canadians on online tracking, profiling and targeting, and cloud computing. It received numerous written submissions and held public events in Toronto, Montreal and Calgary, the goal being to learn more about certain industry practices, explore their privacy implications, and find out what privacy protections Canadians expect with respect to these practices. In October 2010, the OPC released a draft report and later published its final
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186 Personal Information Protection and Electronic Documents Act, supra note 14, Schedule 1, s.4.3.5.

187 See for example, Hoofnagle, Chris Jay, King, Jennifer, Li, Su and Turow, Joseph, How Different are Young Adults from Older Adults When it Comes to Information Privacy Attitudes and Policies? (April 14, 2010), available at: http://ssrn.com/abstract=1589864.

report, summarizing what the OPC had gleaned from the submissions, the public discussions, as well as the feedback received, on the draft report. This type of exercise will be increasingly important and necessary going forward and perhaps, whether private sector organizations or industry associations should play a more active role in conducting these consumer researches and bearing the related costs (similar to the role played by pharmaceuticals in clinical trials) should be further explored.

Even more on point, the OPC has conducted much research and many public opinion surveys over the years, which are available on its website. In more recent years, the OPC commissioned Harris/Decima, in 2011, to undertake a survey of Canadians, to gauge their understanding and awareness of privacy issues, legislation and federal privacy institutions, particularly in each of four priority areas: information technology and privacy, national security and privacy, identity integrity and protection, and genetic privacy. The OPC also commissioned Phoenix Strategic Perspectives Inc., in 2012 and 2013, to conduct a survey of Canadians on privacy-related issues and, more specifically, to explore Canadians’ awareness, understanding and perceptions of such issues. In 2015, the OPC commissioned Nielsen Consumer Insights to prepare a report based on qualitative research, exploring Canadians’ immediate and emerging privacy concerns.

Consultations and public opinions and surveys are playing, and will continue to play, an increasingly important role, allowing us to better understand consumers and their expectations with regard to more recent technologies and business practices. Thus they will help evaluate adequately how the social norm in connection with a given technology or business practice is evolving.

2.3 Increased Role of Interpretation

This section discusses the fact that the challenges with our consent-based model can potentially be addressed through policy guidance and the proper interpretation of the already flexible notion of “consent”. Using an approach under which the notion of consent will be interpreted in light of the technology or business model at stake, as well as the privacy concerns pertaining to such technology or business practice has various benefits. It is always less disturbing to provide a solution which can be incorporated within the current legal framework, such as a proposed interpretation and guidelines, than to propose a new amendment to the law.
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194 Vincent Gautrais & Pierre Trudel, supra note 102, at 2: “Le doyen Carbonnier considérait qu’il ‘fallait légiférer en tremblant’”.
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As discussed above, the notion of “consent” under PIPEDA is already quite flexible and is technology-neutral, allowing for this concept to be interpreted. This means that the OPC will be playing an important role in ensuring that the notion of consent is interpreted, maintaining the proper balance between the protection of privacy, on the one hand, and, on the other, the need for organizations to collect, use or disclose personal information for the purposes that a reasonable person would consider appropriate in the circumstances. This interpretation should also consider the impact of a given decision on innovation, as well as ethical issues that may go beyond PIPEDA compliance. The adoption of a new risk-based approach should also be taken into account.

2.3.1 Considering the Impact on Innovation

Many authors outline the benefits of a society dominated by open information flows. Personal information is necessary to provide and obtain public services. We can think of the value in collecting, sharing and disclosing personal information in order to address national security concerns or to investigate and prosecute criminal activities. The free flow of data would also be important to economic efficiency, as it would enable cost cutting in the private and/or public sector (by eliminating various inefficiencies). For example, individuals with bad credit could be identified more easily, thereby protecting lenders, as well as the financial system (i.e. the collective). Personal information would be increasingly used in healthcare, particularly in research and large-scale epidemiological studies.

Technological advances also provide for new ways to address health trends at an early stage. For example, Google makes it possible to use its search engine, in correlation with the geographical region examined (using IP addresses), in order to detect regional flu outbreaks early on. A few years ago, Google launched a “Flu Trends” service, which is basically a site that monitors increases in health-related searches in different parts of the world, which can accurately predict the outbreak of a flu epidemic in a certain region, long before public health authorities even suspect its existence.

In 2009, Hal Varian, Google’s chief economist, published a paper showing that Google searches can also be used to predict a bevy of economic data, including retail sales and unemployment claims. There
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may also be an interest in Google’s ability to analyze search logs, to detect large-scale computer security threats.\(^\text{204}\) It has also been argued that preserving, and not anonymizing, online search queries would be ultimately beneficial to society.\(^\text{205}\) Substantive restrictions may impede innovation, leading to fewer useful services, or else privilege one technology over another.\(^\text{206}\)

Data collection can also promote innovation.\(^\text{207}\) It has been argued that blocking Google from collecting and analyzing information about its users would be a negative outcome, and that Google’s best products (including the spell checker) would not be possible without users’ data.\(^\text{208}\) Location data is also quite valuable and serves many purposes.\(^\text{209}\) By collecting and analyzing location information, Google has been able to create real-time traffic reports on highways and even surface streets.\(^\text{210}\) Location information pertaining to individuals, collected over time, may have the potential to provide traffic engineers and planners with rich data feeds necessary to promote optimal traffic flows and would also allow them to efficiently allocate transportation resources and to properly reroute traffic in emergency situations.\(^\text{211}\) Today, some offline businesses follow consumers around shopping malls, using their cell phone signals or other methods similar to the way online businesses track online users.\(^\text{212}\) Consumers currently live in a world in which television commercials differ by household and billboards change with the radio habits of drivers.\(^\text{213}\) Information means knowledge, which in turn can promote the innovation of science and technology and benefits for society as a whole.\(^\text{214}\)

The knowledge gained by organizations using analytics solutions so as to better understand the behaviour of their users may, in certain cases, be translated into direct or indirect benefits for consumers. Direct benefits could potentially include personalised services, products and advertising
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enabling online businesses to offer the right services to the right users at the right times.\textsuperscript{215} Indirect benefits could see organizations upgrading their current products and services based on their users’ needs, developing new products and deploying new applications and services, or the “repackaging” certain products and services. This could mean that their users might only be charged for the services that they actually use, instead of sponsoring other users’ usage of certain services in which they have no interest (thus potentially reducing costs for those users).

Another point is that requiring that individuals be entitled to give the most stringent form of consent (i.e. express consent) may also negatively impact innovation. Some readers may recall that in the past, when users logged onto Facebook, all they could see was their face, \emph{i.e.}, their own profile. To view another user’s news, they had to actively enter that other user’s profile. It was only when Facebook launched its News Feed feature in 2006, and data started flowing that users became accustomed to the change, which is viewed today as an indispensable service. According to certain authors, Facebook’s News Feed may have struggled if asked to obtain individuals’ prior opt-in consent to data practices which were truly innovative, unanticipated and therefore out of context.\textsuperscript{216} In fact, many Facebook users initially reacted negatively to the introduction of \emph{News Feed}, criticizing the changed user experience.\textsuperscript{217} Once they adjusted to this change in context, however, \emph{News Feed} became a vital part of the Facebook experience, driving user engagement and playing a crucial role in spreading information globally. Downes observes that today’s privacy crisis is a function of innovation that happens too quickly and that the accelerating pace of new information technology introductions, new uses of information, usually, after the initial panic, users almost always embrace the service that once violated their visceral sense of privacy.\textsuperscript{218}

Big Data could be considering as challenging PIPEDA’s principles of purpose limitation and data minimisation. Under s. 4.3.3 of PIPEDA, an organization shall not, as a condition of the supply of a product or service, require an individual to consent to the collection, use, or disclosure of information beyond that required to fulfil the explicitly specified and legitimate purposes.\textsuperscript{219} Some have raised their concern with the interpretation of this principle that may have a negative impact on innovation.\textsuperscript{220} That being said, the OPC’s interpretations of this principle, and of the notion of meaningful consent when evaluating new business models, have considered innovation. For instance, in CIPPIC complaint against Facebook, the OPC took into account the fact that Facebook is free to users, and that since advertising is essential to the provision of the service, individuals who wish to use the service must be willing to

\begin{footnotesize}
\begin{enumerate}
  \item Benefits include remembering customization settings, making product recommendations based on the user’s previous purchases or browsing history, developing and improving the website to increase its usability for users and customizing how information is displayed on websites to appeal to each user’s tastes. Behavioural advertising provides benefits to consumers in the form of free web content and personalized advertisements or by displaying more relevant advertisements that reflect the user’s interests.
  \item Omer Tene & Jules Polonetsky, \emph{supra} note 81, at 23-24.
  \item \textit{Personal Information Protection and Electronic Documents Act}, \emph{supra} note 14, Schedule 1, s. 4.3.3.
  \item Eloise Gratton, \emph{Personalization, Analytics and Sponsored Services: The Challenges of Applying to Online Tracking and Profiling Activities}, Canadian Journal of Law and Technology (Thompson-Carswell, November 2010).
\end{enumerate}
\end{footnotesize}
receive a certain amount of advertising.\textsuperscript{221} The OPC, in a recent decision, has further recognized the organization’s valid business objective to generate increased advertising revenue, and determined that a relevant advertising program did not represent a use of customers’ personal information for an “inappropriate purpose.”\textsuperscript{222} These interpretations are definitely good news for innovation innovative business models.

Tene and Polonetsky argue that the ingenuity of the FIPPs, which has made them resilient to momentous change, lies in their flexibility: some principles retract, while others expand, depending on the circumstances. They explain how, in the context of Big Data, this means relaxing data minimization and consent requirements, while emphasizing transparency, access and accuracy.\textsuperscript{223} This reasoning should be considered when evaluating consent in connection with business analytics.

When it comes to business analytics, we should consider whether innovation would be negatively impacted by interpreting the notion of consent so that the mere act of analyzing personal information, even on an aggregated basis (i.e. anonymous information), would be considered a new “use” of information, therefore requiring prior consent. Such an interpretation should instead focus on whether the analysis is done on an individual basis vs. whether it is done on an anonymous basis. If the analysis is conducted using an adequate level of aggregation, (i.e. the information is anonymized and therefore no longer subject to PIPEDA), it may not require prior consent.\textsuperscript{224} At the same time, consent could be required at the point where the information is then used to take a decision pertaining to an individual. For instance, the OPC’s research paper on predictive analytics explains how intelligent predictive analytics could potentially be used as a basis for discriminatory outcomes and infringements on the right to equal treatment.\textsuperscript{225} In the U.S., the FTC issued a Big Data report in January 2016, in which it advocates that when sensitive information is used in Big Data, steps should be taken to ensure that the information is not employed for potentially harmful purposes, such as to support eligibility decisions (affecting entitlement to credit, employment, insurance, housing, government benefits, and the like).\textsuperscript{226} Big Data techniques and the general knowledge gained on consumers can be used against individuals, either to market to them or to take eligibility decisions impacting them.\textsuperscript{227} While Big Data has led to useful and innovative advances and benefits for society, the potential exists for information to be misused in ethically questionable ways, as discussed in the next section.

\begin{itemize}
\item \textsuperscript{221} PIPEDA Case Summary #2009-008, supra note 47.
\item \textsuperscript{222} PIPEDA Report of Findings #2015-001, supra note 175.
\item \textsuperscript{223} Omer Tene & Jules Polonetsky, supra note 81, at 5.
\item \textsuperscript{224} Deciding otherwise may trigger the situation under which even anonymizing data may be considered a new use which would require prior consent.
\item \textsuperscript{225} The Research Group at the Office of the Privacy Commissioner of Canada, “The Age of Predictive Analytics: From Patterns to Predictions” (August 2012), available at: \url{https://www.priv.gc.ca/information/research-recherche/2012/pa_201208_e.pdf}.
\item \textsuperscript{227} The information could be used in online advertisements based on racial profiling as discussed in Latanya Sweeney, \textit{Discrimination in Online Ad Delivery}, (Harvard University, January 28, 2013), available at: \url{http://arxiv.org/ftp/arxiv/papers/1301/1301.6822.pdf}.
\item \textsuperscript{228} See FTC (January 2016), supra note 226; See also Executive Office of the President, “Big Data: Seizing Opportunities, Preserving Values”, \textit{The White House} (May 2014), available at: \url{https://www.whitehouse.gov/sites/default/files/docs/big_data_privacy_report_may_1_2014.pdf}.
\end{itemize}
2.3.2 Considering Ethical Issues

The argument has been raised that language is not the only means to convey information, nor is it always the most efficient.\(^{229}\) As a matter of fact, there is extensive evidence that individuals (i.e. test subjects) react in specific, predictable ways to certain kinds of visual and audio cues, irrespective of their underlying familiarity with technology.\(^{230}\) Organizations could leverage these techniques to provide better user understanding. At the same time, organizations could also start looking at consumer behaviour datasets to identify consumer vulnerabilities. As a matter of fact, emerging methods of Big Data present a new and vastly more efficient way to identify cognitive bias, by attempting to pinpoint profitable anomalies.\(^{231}\) One example is with consent and default settings: it is known that if consumers must opt out of data collection instead of opting in, more data will end up being collected, as users hold to the status quo.\(^{232}\) To illustrate this point further, it is interesting to note that in countries where organ donation is on an opt-in basis, donation rates tend to be very low, compared to countries that are culturally similar but have an opt-out regime.\(^{233}\)

Alessandro Acquisti and his colleagues at Carnegie Mellon, which are behavioural economists focusing on privacy issues, have demonstrated how knowledge of bias and design psychology make it possible to modulate the amount of information that people are willing to disclose.\(^{234}\) They found, in a recent experimental study, that, paradoxically, more control over the publication of users’ private information decreases their privacy concerns and increases their willingness to publish sensitive information, even when the probability that strangers will access and use that information stays the same or, in fact, increases.

Calo, in his article entitled *Digital Market Manipulation*,\(^{235}\) also cites interesting studies in which researchers and others have realized that people’s biases lead them to give up more personal information than they would, absent the manipulation.\(^{236}\) He refers to this type of practice as *Disclosure Ratcheting*. For instance, studies reveal that people value their privacy more if they already have it than if they must acquire it, and will pay more to protect information from a third party than they will accept to sell it.\(^{237}\) Moreover, one experiment suggests that making a website more casual in appearance, as opposed to formal, makes subjects more likely to admit to controversial behaviour such as cheating or

\(^{229}\) Ryan Calo (2012), *supra* note 22, at 1034.


\(^{231}\) Ryan Calo (2014), *supra* note 213.

\(^{232}\) There is a revealing set of graphs in a 2012 communications paper showing how personal disclosure on the social network Facebook was trending fairly sharply downward until, around 2009, the company changed some of its privacy defaults. See Fred Stutzman et al., “Silent Listeners: The Evolution of Privacy and Disclosure on Facebook,” 4:2 J. PRIVACY & CONFIDENTIALITY 7, at 17, available at: <http://repository.cmu.edu/jpc/vol4/iss2/2/>. From that point on, disclosure began steadily to climb again.

\(^{233}\) Omer Tene & Jules Polonetsky, *supra* note 81, at 24.


\(^{237}\) *Ibid.*
drug use.\textsuperscript{238} Other experiments have evidenced the manner in which reciprocity (i.e. the questioner offering up information first) increases the likelihood that a subject will answer a personal question, even when the questioner is a computer.\textsuperscript{239} For example, Calo explains that if the computer begins with, “I was made in 2007,” before prompting the subject with the question, “When were you born?” individuals might be nudged into disclosing information about themselves, perhaps inadvertently.\textsuperscript{240} He explains how a company might treat the possibility of leveraging consumer bias to increase self-disclosure.\textsuperscript{241}

Can organizations use consumer bias when obtaining consent? Is it ethically acceptable to do so? These questions are also important in light of analytics. For instance, organizations are increasingly analyzing large data sets anonymously, in order to uncover trends. These trends can then be re-applied to individuals in order to elicit consent. For example, AdWeek ran a story a few years ago, entitled “Marketers Should Take Note of When Women Feel Least Attractive”, discussing a recent marketing study which purported to show that women feel less attractive on Monday mornings. The article suggested that the results of their studies had implications for marketers and recommended that companies concentrate on these “prime vulnerability moments” to market beauty products to women on Mondays.\textsuperscript{242} The advertising strategy attracted many criticisms.\textsuperscript{243}

In 2008, U.S. academics revealed the results of their studies: that people are subconsciously swayed by individuals who share their facial features.\textsuperscript{244} Again, marketers which know that users are subconsciously attracted to people that look like them could merge the user’s face (for instance using their Facebook or Twitter profile picture) with the face of the model used to advertise their product for increased personalization. Some users may be attracted to the advertisement, without realizing that it is because the model advertising the product looks like them. While these practices may not be currently illegal under PIPEDA, they also illustrate how the “consent” and concept of “control” may not catch these types of more ethical issues and that more reflection is necessary on the issue of marketers using known bias or user vulnerabilities without their knowledge, let alone their consent.

Another practice that may raise ethical issues is dynamic pricing, also known as “adaptive pricing”, or “discriminatory pricing”, a practice whereby organizations attempt to perfectly exploit the differences in price sensitivity between consumers. Dynamic pricing is an old practice that has been around forever,


\textsuperscript{240} Ryan Calo (2014), supra note 213, at 1014 discussing S. Parise et al., supra note 239, at 130–31.

\textsuperscript{241} Ryan Calo (2014), supra note 213, at 1015.


although it is recently making a comeback.\textsuperscript{245} With user profiling, consumers can be sorted as individuals or groups by retailers and this makes it possible for retailers to create a pricing scheme tailored to individual users, based on their purchase, online usage or product usage. Many have raised their concerns with online businesses charging certain products differently, depending on the profile of the online user. Adaptive pricing could arguably raise data protection issues, in the sense that personal information (i.e. profile information of a user) is used to take a decision that may have an impact for the individual (i.e. the price offered for a product).\textsuperscript{246} Price discrimination could also be considered as raising ethical issues, especially if consumers are left in the dark.

Certain information, which may fall outside the scope of PIPEDA (i.e. the data may not qualify as personal information because it is not associated with any identifiable individual) could nonetheless, in some cases, be used against the individual. For instance, a website that offers certain insurance products could conclude, rightfully or not, that a particular online visitor is afflicted with AIDS, based on the profile information collected by cookies and the websites previously visited, and therefore block that visitor’s access to certain sections of its content. Certain type of profile information, which may fall outside the scope of PIPEDA (i.e. “identifiable individual” information) may therefore still be used against the individual behind the profile, for instance to deny certain products or services.\textsuperscript{247} In Europe, Article 29 Working Party, has recently suggested amending the current definition of “personal information” to also include “(...) and any information allowing a natural person to be singled out and treated differently”\textsuperscript{248} to address this type of concern. New ethical issues that may be beyond those pertaining to the application of PIPEDA and the issue of meaningful consent are nevertheless quite important, and also merit consideration.

\textbf{2.3.3 Considering a Risk-based Approach}

Section 1 illustrates how ineffective privacy disclosures really are, and the problem with a consent-based or a choice-based approach, in view of the number of data exchanges and collections taking place in modern society, the excessive time required to read privacy policies, overly complex technologies, the increasing number of players involved, the ubiquity of data collection practices, and the dynamic nature of business models and, concurrently, of privacy policies.

While the right to privacy is a very important one, the very broad notion of privacy as “control over personal information” (the “control” definition of privacy), which is the basis of data protection laws around the world, including PIPEDA, results in protecting not only the privacy of individuals, but also prohibiting the circulation of any kind of personal information relating to individuals. Some authors have argued that the expansive definition of “personal information” dilutes its effect and undermines its main objective.\textsuperscript{249} These authors argue that instead of having data protection laws declare that all personal


\textsuperscript{247} See Eloïse Gratton (2013), \textit{supra} note 9, at section 2.1.2.1.2 entitled “Potentially Under-Inclusive Definition”.

\textsuperscript{248} Article 29 Working Party, “Opinion 08/2012 providing further input on the data protection reform discussions”, 01574/12/EN WP199, at 5.

\textsuperscript{249} See Eloïse Gratton (2013), \textit{supra} note 9, at sections 2.1.1 “Privacy as an Absolute Right” and 2.1.2.1.1 “Potentially Over-inclusive Definition”; See also McKay Cunningham, “Free Expression, Privacy and Diminishing Sovereignty in the Information Age: The Internationalization of Censorship” (2015) Arkansas Law Review [forthcoming], at 30-31 and 35.
information shall be protected, these laws should instead target specific harms that attend specific privacy violations. The current legal framework therefore translates into a burdensome one, under which consents for random data handling activities are being obtained from individuals, while reducing the relevancy of the consents which would in fact be necessary (because of “notification fatigue”).

Article 29 Working Party, *Opinion 15/2011 on the definition of consent* has raised that consent is not always the primary or the most desirable means of legitimizing the processing of personal data and that the use of consent “in the right context” is crucial:

“There is a need to emphasize that consent is not always the primary or the most desirable means of legitimizing the processing of personal data. Consent is sometimes a weak basis for justifying the processing of personal data and it loses its value when it is stretched or curtailed to make it fit to situations that it was never intended to be used in. The use of consent “in the right context” is crucial. If it is used in circumstances where it is not appropriate, because the elements that constitute valid consent are unlikely to be present, this would lead to great vulnerability and, in practice, this would weaken the position of data subjects in practice.”

The Article 29 Working Party has also been recently exploring the role of a risk-based approach in data protection legal frameworks. Instead of rejecting the notice and choice model, the adoption of an interpretation that limits the notices and choices to more specific information and/or situations meant to be protected by data protections laws such as PIPEDA could be explored. This approach would also be in line with the initial intent of lawmakers at the time of the adoption of data protection laws (incorporating the FIPPs). The idea is to address the challenges brought on by the application of PIPEDA in the context of new technologies and the Information Age with a new interpretation, one that is in line with PIPEDA’s ultimate goal.

Data protection laws, such as PIPEDA, regulate the actions of collecting, using and disclosing personal information. Koops suggests that instead of regulating the means (the action itself), we should be regulating functions and effects and that regulation should therefore be focused on the effects of actions. He articulates the view that “of particular importance is exactly what effects must be regulated.” Some argue that data protection laws such as PIPEDA were meant to protect individuals against the risk of harm to individuals that data management threatens to cause.

Under the proposed framework, before determining if a certain activity should be governed by PIPEDA (and consent being required), one would need to take into account the risk of harm to individuals, so

---


253 For example, Lindop had raised the fact that the interpretation of the FIPPs was crucial and would largely determine the effect of the objective as implemented. Chairman Sir Norman Lindop, *supra* note 114, at 45-46, para. 5.34.


that principles such as notice, disclosure and consent may become more efficient.\textsuperscript{257} Data protection laws such as PIPEDA generally provide that individuals be told who is collecting their data and the purpose of such collection, so as to enable them to decide whether to release control of all or part of such data. Given that individuals may be overloaded with information in quantities that they cannot realistically be expected to process or comprehend, obtaining proper consent from individuals may be impossible in many cases. An interpretation which focuses on the risk of harm, would have the result of reducing the burden of the notification obligation (and concurrently, the consent obligation). While transparency of data processing would remain a fundamental principle, notification and consent would be required only in cases of the presence of some risk of harm.

For example, instead of detailing all of the information that has been collected, as well as the uses which will be made of the data, in a lengthy privacy policy,\textsuperscript{258} a very short notice relating exclusively to the collection, use or disclosure of data that may present a risk of harm to the individual would (arguably) be just as effective. Privacy policies could become one-paragraph, user-friendly statements outlining, for example, the possible sale of profile information to third parties for marketing purposes (instead of detailing what is blatantly obvious, what the individual already knows or which constitutes no risk of harm for him or her).

This proposed risk-based approach may allow organizations to streamline their communications with individuals, reducing the burden and confusion on individual consumers. Also, it may assist in providing for a framework allowing for organizations handling personal information to focus on disclosing the collection, the use and the disclosure of personal information in line with the original purpose of PIPEDA. This may translate into shorter and more efficient privacy policies.

PIPEDA provides for a subjectivity test when it comes to organizations disclosing their data management practices to individuals: organizations shall make “a reasonable effort” to ensure that the individual is advised of the purposes for which the information will be used.\textsuperscript{259} Under the proposed risk-based approach, if a given use or disclosure of personal information creates a high risk of harm, organizations may wish to ensure that they dedicate more efforts and resources, in hopes of ensuring that individuals are properly and clearly advised of the purposes for which the information collected will be used or disclosed. This may be done, for example, by having individuals click to confirm that they have read the organization’s privacy policy, or by drawing their attention to the data handling practices which are potentially more harmful to them. On the other hand, if this risk of harm is nonexistent or minimal, organizations may logically dedicate fewer resources to complying with these notice requirements (and may simply post a short and simple privacy policy on their website).

\textsuperscript{257} See Eloïse Gratton (2013), supra note 9, for details on how this approach may work; See also Éloïse Gratton, Albany Law Journal of Science and Technology (2013), supra note 182.

\textsuperscript{258} For example, many transactional websites state in their privacy policy that “upon you purchasing a product through our website, we may collect your name, email and physical addresses as well as your financial information in order to process your transaction, send you a confirmation and deliver the products that you have purchased on our website”. Under the proposed risk-based approach, since these activities pertaining to the processing of online transactions are expected by the consumer and not in any way potentially harmful, they would not need to be mentioned in the policy.

\textsuperscript{259} \textit{Personal Information Protection and Electronic Documents Act}, supra note 14, at Schedule 1 (s. 5), principle 4.3.2. See also new s. 6(1) of this Act.
The FTC’s staff has recently proposed that organizations provide choices to consumers about their data practices in a simpler, more streamlined way than has been used in the past. Under this approach, consumer choice would not be necessary for a limited set of “commonly accepted” data practices, thus allowing clearer, more meaningful choice with respect to practices of greater concern. This component of the proposed framework reflects the concept that it is reasonable for organizations to limit their disclosure obligations to their data handling practices that may create a risk of harm to individuals. Those “commonly accepted” data practices (which create no risk harm for the individuals) would include product and service-fulfillment, internal operations, such as improving services offered, fraud prevention, legal compliance, and first-party marketing. This approach would address the concern raised by certain authors about how frequent exposure to seemingly irrelevant privacy notices results in notice fatigue, i.e., notices are dismissed without even registering their content.

Certain authors have been proposing to focus on accountability and ethical uses of personal information, instead of on consent. Others have been proposing a risk-based approach under which data practices that are consistent with users’ expectations may not require any immediate notice. According to the proposed risk-based approach, a best practice would be to prioritize what and when notices are shown, based on privacy risks associated with the respective data practice. Just-in-time notices, and obtaining express consent, are particularly relevant for data practices considered sensitive or unexpected. For instance, it has been suggested that in the case of mobile apps, access to sensitive information such as the user’s location, contacts, photos, calendars, or the ability to record audio and video should be accompanied by just-in-time notices. Another example is cars with automatic headlamps that continually sense ambient light conditions; providing notice about this type of data collection might not be necessary. The FTC also notes with respect to the IoT that not every data collection requires choice, but that users should have control over unexpected data practices, such as data sharing with third parties.

Under the proposed risk-based approach, privacy policies would focus on data practices which are potentially harmful for individuals (which may include the unexpected ones) to ensure the effectiveness

261 Ibid, at 36 and following.
262 Ibid, section 1.1.2 which elaborates on this issue.
266 See Florian Schaub et al., supra note 18, at 6-7.
267 Federal Trade Commission, Mobile privacy disclosures: Building trust through transparency (FTC staff report, Feb. 2013); See also Florian Schaub et al., supra note 18, at 6-7.
268 FTC chairwoman Ramirez explains this rationale as follows: “Consumers know, for instance, that a smart thermostat is gathering information about their heating habits, and that a fitness band is collecting data about their physical activity. But would they expect this information to be shared with data brokers or marketing firms? Probably not.” In these cases, users need clear privacy notices.” See E. Ramirez, Privacy and the IoT: Navigating policy issues (CES Opening Remarks, 2015, FTC public statement).
of notices provided to users.\textsuperscript{269} Although this new approach would imply rethinking, to some extent, the current PIPEDA consent model, it should nonetheless be further explored in the near future.

\textsuperscript{269} See Florian Schaub et al., supra note 18, at 4.
CONCLUSION

At the time that the FIPPs were initially drafted in the early 1970s, their main purpose was to address specific concerns pertaining to computerized databases. The best way to deal with these data protection issues was deemed to be having individuals keep control of their personal information. Forty years later, that selfsame concept is still one of the most predominant theories of privacy and the basis for data protection laws around the world. PIPEDA was built on the FIPPs and generally provides that individuals be told who is collecting their personal information and the purpose of such collection, in order to enable them to decide whether to release control of all or part of such information.

Section 1 of this paper explains how the “notice and choice” approach is no longer realistic. Individuals are overloaded with information in quantities that they cannot realistically be expected to process or comprehend. Most privacy notices are ineffective at informing consumers and this stems from hurdles that can be attributed not only to general shortcomings of the notice and choice concept, but also to the challenges in designing effective privacy notices and using complex language. With new business models based on sponsored services or greater customization, organizations may have an incentive to collect as much personal information as possible and to be able to use that information as they wish. Personal information is often viewed as a commodity and certain studies even show that individuals do not want and do not expect to be paying for web services.

Although individuals are aware that there are some risks involved with data collection when they are active on the web or using new technologies, these risks are only potential to them, not very visible, and not quite quantifiable. Consent is challenged, in light of the increase in the volume of players providing new products and services, as well as the dynamic aspect of privacy policies and business models. Moreover, providing notice and choice in the context of new technologies can be challenging due to the ubiquity of devices, persistence of collection, and practical obstacles for providing information, if devices lack displays or explicit user interfaces. Data collection by devices in the IoT context or through wearables may often be invisible to users; so if they are not aware of the data collection, they are unlikely to be in a position to understand it or weigh in on the manner in which it is done. Recent technologies and new types of business models are becoming more complex, creating additional challenges, given that individuals typically get privacy defaults wrong and generally struggle to keep up with the astounding surge in digital economy and culture. More and more data exchanges now take place without the knowledge of users, which makes it difficult for organizations to achieve meaningful consent.

Section 2 of this paper explains that while there are various challenges with the “notice and choice” model, we should not be abandoning the “control” concept of privacy and, concurrently, the “notice and choice” model, at least for now. For many, this approach is still relevant. Moreover, global consistency in the data protection arena is increasingly important, and we should keep in mind that the threat of loss of trade as a result of Directive 95/46/EC and its adequate protection requirements was a strong motivating factor for the Canadian Government’s decision to enact PIPEDA in the first place.

Section 2.1 discusses how, before amending PIPEDA on consent, one should be careful to make sure that the amendment will not be detrimental or problematic as soon as new technologies emerge. As a matter of fact, PIPEDA is meant to reach the proper balance between protecting the privacy of individuals and the need of organizations to collect, use or disclose personal information for the purposes that a reasonable person would consider appropriate in the circumstances. The wording pertaining to obtaining consent under PIPEDA is quite flexible and technology-neutral, and it is therefore
flexible enough to accommodate new types of technologies and business models. Another argument against amending PIPEDA on the issue of consent pertains to the fact that social norms in connection with any new technology or business practice may not yet to be established.

Section 2.2 addresses the downside of the flexibility surrounding the notion of consent, in that it creates uncertainty. For one thing, when new practices and business models make their way, the industry has to wait for the OPC to provide guidance on what is considered legal and legitimate from a “consent” point of view, or worse still, obtain guidance through findings, after a complaint has been filed with, and decided by, the OPC. Since there is a lot of uncertainty under PIPEDA concerning what type of consent would be considered as adequate upon new technologies being developed and commercialized, policy guidance on enhancing transparency and obtaining valid consent will be increasingly necessary to address some of this uncertainty and allow organizations to innovate without taking major legal risks, if they know upfront what constitute meaningful consent for new types of technologies or business practices. Since users’ reasonable expectations must also be considered when determining the form of consent to use, frequent surveys on consumer attitudes towards specific technology, business models and privacy may reveal a lot of valuable information, including whether individuals understand certain technologies and whether they consider them as useful or instead, harmful.

It is always less disturbing to provide a solution which will be incorporated within the current legal framework, such as a proposed interpretation, than to propose a new amendment to the law. Section 2.3 discusses how the notion of “consent” under PIPEDA is already quite flexible and is technology-neutral, allowing for this notion to be interpreted with the proper balance between the protection of privacy and the need for organizations to collect, use or disclose personal information for the purposes that the reasonable person would consider appropriate in the circumstances. It also addresses the fact that this interpretation should consider any impact on innovation, as well as certain new ethical issues that may, to a certain extent, go beyond the current application of PIPEDA.

For instance, under an interpretation which would consider the impact on innovation, analyzing personal information on an acceptable, aggregate basis (i.e. anonymous information) may not require prior consent, therefore favouring business analytics. At the same time, consent could be required at the point where the information is then used to take a decision pertaining to an individual, especially if the information may be used for discriminatory purposes, eligibility decisions and may thus infringe on the right to equal treatment. Organizations can now analyze consumer behaviour datasets to identify consumer vulnerabilities, identify cognitive biases by attempting to pinpoint profitable anomalies and then use this to manipulate users. For instance, they may use the information by enticing them to provide consent, to reveal more personal information, to market to them when they are most vulnerable, to manipulate them on an unconscious basis, to exploit the differences in price sensitivity between consumers, all of which practices, according to some, raise ethical issues, which should be considered, especially if users are left in the dark.

Given that individuals may be overloaded with information in quantities that they cannot realistically be expected to process or comprehend, obtaining meaningful consent from individuals may be impossible in many cases. Section 2.3 proposed exploring the possibility of adopting an interpretation which focuses on the risk of harm, which would have the result of reducing the burden of the notification obligation (and concurrently, the consent obligation). For example, instead of detailing all of the information that has been collected, as well as the uses which will be made of the data, in a lengthy privacy policy, a very short notice relating exclusively to the collection, use or disclosure of data that may present a risk of harm to the individual would be just as effective. This may translate into shorter
and more efficient privacy policies, which would become short, user-friendly statements outlining, for example, the possible sale of profile information to third parties for marketing purposes (instead of detailing what is blatantly obvious, what the individual already knows or which constitutes no risk of harm for that person). This proposed risk-based approach may allow organizations to streamline their communications with individuals, reducing the amount and length of privacy notifications, as well as burden and confusion on individual consumers. Although this new approach would imply rethinking, to some extent, PIPEDA’s current consent model, this approach should be further explored in the near future.

The objective of the present white paper is to provide input on the current challenges with PIPEDA’s, consent-based model and to determine considerations and lines of thoughts that could be further explored, in order to ensure that this consent-based model remains efficient. A corollary of this work is to provide guidance to lawmakers, policymakers, privacy commissioners and courts in assessing whether and how consent should be interpreted in given situations. This will provide for a useful framework, under which PIPEDA remains efficient in light of modern Internet technologies. It may also guide the law toward a more coherent understanding of the challenges that we have with PIPEDA and its consent-based regime and to serve as a framework for the future development and review of PIPEDA.